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#### interpretation---“prohibitions” are structural---otherwise, it’s a remedy

Jo Seldeslachts et al. ‘7. Professor of Industrial Organization at KU Leuven and a Senior Research Fellow at DIW Berlin, with Joseph A. Clougherty and Pedro Pita Barros. “Remedy for now but prohibit for tomorrow: the deterrence effects of merger policy tools.” https://www.ssoar.info/ssoar/bitstream/handle/document/25862/ssoar-2007-seldeslachts\_et\_al-remedy\_for\_now\_but\_prohibit.pdf;jsessionid=A244005110FDB5816E0347D9F1B75436?sequence=1

Let us now think about the differences between the two antitrust actions of prohibitions and remedies.7 In the case of a prohibition, the penalty for proposing a merger with significant anti-competitive problems involves the full prohibition of the merger: both the pro-competitive and the anti-competitive profits for merging firms are negated by the prohibition. The throwing out of the pro-competitive profits along with the anti-competitive profits is important, as this brings about the punitive measure that Posner (1970) acknowledges as being crucial for deterrence. The big difference between remedies and prohibitions is that remedies attempt to identify and eliminate the anti-competitive elements of a merger. In essence, the merging firms are able to hold on to the pro-competitive elements of the merger—so they keep (ΠPC), but the anti-competitive elements of the merger (ΠAC) are negated by the remedial action. If an antitrust authority imposes remedies, then the disincentive for firms to propose anti-competitive mergers is clearly lower. In short, prohibitions seemingly involve more deterrence than do remedies, as prohibitions represent larger punishments.

#### business practices are ongoing conduct defined by the behaviors of many market participants

Kerry Lynn Macintosh 97. Associate Professor of Law, Santa Clara University School of Law. B.A. 1978, Pomona College; J.D. 1982, Stanford University, “Liberty, Trade, and the Uniform Commercial Code: When Should Default Rules Be Based On Business Practices?,” 38 Wm. & Mary L. Rev. 1465, Lexis.

These new and revised articles reflect a strong trend toward choosing default rules 4 that codify existing business practices. 5 [FOOTNOTE 5 BEGINS] In this Article, the term "business practices" is used to refer to practices that emerge over time as countless market participants exercise their freedom to engage in profitable transactions. For an account of the evolution of business practices, see infra Part II. As used here, "business practices" is broader and less technical than "trade usage," which the Code narrowly defines as "any practice or method of dealing having such regularity of observance in a place, vocation, or trade as to justify an expectation that it will be observed with respect to the transaction in question." U.C.C. 1-205(2). [FOOTNOTE 5 ENDS] This is particularly true of the recent revisions to Articles 3 (Negotiable Instruments), 4 (Bank Deposits and Collections) and 5 (Letters of Credit).

#### violation---plan only expands behavioral remedies

#### vote neg:

#### 1---limits---there are infinite ways behavioral remedies to anticompetitive business practices

#### 2---ground---“break up” industries is key to link uniqueness and core controversy on a topic with no disads
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#### Anti-trust is capitalist – competition inevitably replicates market collapse.

Richard Wolff 19 Professor Emeritus of Economics at University of Massachusetts, Amherst. Transcript from YouTube video: “Economic Update: Competition and Monopoly in Capitalism.” Democracy @ Work. December 9th, 2019. https://www.democracyatwork.info/eu\_competition\_monopoly\_in\_capitalism.

Today I'm going to devote the program to something many of you have asked me to present, to talk about, to analyze, and that is the question of monopoly. It has to do with the assertions we hear often these days that somehow our capitalist system, here in the United States and beyond, is being negatively affected because monopolies have replaced or displaced competition. The idea here is if only we can get competition back, recreate a competitive capitalism, why then the problems we face will go away. Today's program is a design to show you how and why that is not the case, to think about these things in a different way from this nice story that capitalism is basically fine; it's just the monopoly form we have to get rid of so we get back to the competition which we're all supposed to believe is wonderful and presents us with no problems to solve. So let's go, and let's do it in a systematic way.

First, it is of course easier, faced with a declining capitalism, a capitalism that's all around us with its extreme inequalities, with its instabilities – here we are, trying to cope with the effects of the Great Crash of 2008, even while we anticipate the next downturn coming down the road soon – an economic system that has shown (that is, capitalism) that it is not respectful of the natural environment; it is not, as the words now go, sustainable in a reasonable way. Yeah, we're surrounded by problems of capitalism. So it's comforting in that situation to get the idea from somewhere that this really isn't a problem of capitalism as a system but rather the problem brought in somehow from the outside – monopoly – a situation in which competition among many companies gives way in some way we're not quite sure about to a domination by one or a small handful of companies. And so the argument goes, we don't have to be critical of capitalism; we don't have to think about an alternative system. No, no, we just have to deal with this little detail, the monopoly problem. And if we can deal with that, well, we'll get back to a competition, to a competitive capitalism that is good.

There are three big mistakes involved in this way of thinking, which is nonetheless very widespread and very popular, more so now than in quite some years. First mistake: Capitalism has been wrestling with the problem of monopoly from day one. We have had repeated periods of monopoly. They have eventually led to movements, often of many people, to destroy or remove monopoly. We used to call that in America trust-busting, or antitrust. We even have a department within the Department of Justice in Washington devoted to antitrust activities. Yeah, we've been waging battles against monopoly over and over again, and you know why? Because we keep having monopolies over and over again. Google is a monopoly. Amazon is a monopoly. They're all around us: companies that have effectively no real competition. This is a problem that capitalism has always displayed. And that ought to lead you to wonder whether thinking about it as something we can do away with isn't maybe the best possible example of wishful thinking.

The second big mistake is to imagine that competition is some unmixed blessing. It never was, and it isn't today. A competitive market is a human institution. Like every other human institution, it has strengths, and flaws, and weaknesses. To think of competition as some magical perfection is a silly abnegation of your own rational capability to evaluate something. It's sort of advertising thinking. By that, I mean the advertiser tells you what's good about the product they've been told to advertise; they don't tell you what's bad about it. If you want to evaluate it, you don't talk to an advertiser because they only give you one side. The people who promote competition use advertising logic. We're not going to do that here. Competition is no unmixed blessing.

And finally, I'm going to show you that competition is itself the major cause of monopoly. So that even if we ever got back to a competitive capitalism, all that would mean is we're back in the process that produces monopoly – as it always has.

All right, so let's begin. I'm going to start with explaining how competition has all kinds of consequences that most of you, like me, don't like, don't want. It's a discussion, if you like, of competition's other side: you know, the part that the advertiser doesn't tell you about. The used-car salesman who wants you to buy that junk doesn't tell you about what happened last week in the car crash that that was part of, etc., etc.

All right, let's begin. One of the major reasons that American corporations shut down their operations in the United States and moved them to China, among other places, is because of – you guessed it – competition. They wanted to make more money than they had been before. They were afraid of other companies beating them in the competitive game, so they said wow, let's go to China, because there you can pay workers a lot less. There you don't have the same rules to obey. There they don't care that much about pollution as they do here. So we can save on all kinds of costs, and that will allow us to undercut our competitors. Yeah, one of the consequences of competition was the exodus of American companies to other parts of the world, and the enormous unemployment that resulted from it. Yeah, that was a result, among other things, of competition.

Here's another one: Capitalists, employers, seeking to compete with one another, often engage in what we call automation. They bring in machines that are cheaper to use than human laborers, and that gets them a step ahead of their competitors. Okay, if we replace people with machines, we throw those people out of work. That has an impact on them, their self-esteem, their relationship to their spouse, their relationship to their children, their relationship to alcohol – should I continue? What are the social costs of automation? They're huge. They've been documented over and over again. Competition provokes and produces automation.

Let me give you another example: Companies are competing, say, in the food business – you know, trying to get a customer like you or me to buy this kind of cereal rather than another. So they get their labs to go to work, and they discover we can replace wheat, which we used to put in our little flakes, with – Lord help us – some chemical that is cheaper than wheat. We're not going to worry about what that chemical does to your chemistry in your body because we can now lower the price of our cereal, because we're saving on wheat, and undercut the competitor. The human beings who eat this stuff will suffer, now and in the future, but competition left our producer of cereal no choice.

And in case you think I'm making some up, let me give you some concrete ones. The Boeing Corporation, the major producer of airplanes in this country, is in a crisis as a corporation. You know why? Because the 737 Max crashed a couple of times, killing hundreds of people. And you know why? It turns out they economized on safety measures, and training measures. And you know why they did that? Because they're in a very tight competition with European and other airplane manufacturers, and that leads them – as it usually does – to look to cut corners: that race for, quote, "efficiency." Yeah, it was competition that contributed to those deaths and to that problem. That's competition too. You can't whitewash this story; they're real. One of the ways Amazon beats its competition is it speeds up the work process. It has figured out ways to make people work much more intensely, using up their brains, their muscles, their nerves, in ways that cause real long-term physical damage to working people. That, too, is a result of the competitive effort.

And you know, it wasn't so long ago that children were part of the labor force. That's right, kids as young as five and six years of age. We were told they have little fingers, you see. They can be more productive than people who are adults with big fat fingers, you know – that doesn't work. And by the way, you should be grateful because poor kids are the ones we hire, and that gives their poor families more income than they would otherwise have. We heard those arguments. Competition, the companies said, required them to use the more productive, and the lower-wage, children rather than adults. So child labor was also a result of competition. It was so ugly and so troubling to so many people that finally there were movements in the United States and many other countries simply to outlaw child labor. So it became a crime for any employer to use a worker who was under 16 or 18 years of age. That was a way in which people said we are not going to allow competition among capitalists to destroy our children. They were recognizing that competition has an awful effect in what it does to children.

Well, it has many awful effects. So let's be clear: In the history of capitalism, the monopoly problem (which we're going to get to in the second half of today's program) is no worse, it's just different, from the competition problems. Capitalism goes through phases of competition and monopoly, going from one to the other, as I will explain. But we shouldn't bemoan the one in favor of the other, any more than vice-versa. These are neither of them solutions; they are both phases of the problem. And the problem is capitalism, which does its number on us both in the period when it's competitive and in the period when it's monopoly. People who want us to engage one more time in an anti-monopoly crusade are doing something that in the end evades the problem, which is the system – capitalism – not this or that form of that system, such as competition and monopoly.

We've come to the end of the first half of today's Economic Update. This gives me an opportunity to remind you, please, to sign up if you haven't already, to subscribe to our YouTube channel. It's a way easily for you to support us, doesn't cost any money, and it is a big help to us in terms of our reputation and what we can accomplish. Likewise, please make use of our websites. They are there for your communication with us. They are there for you to be able to, with a click of a mouse, to follow us on Facebook, Twitter, and Instagram. And finally, a special thanks goes, as always, to our Patreon community for their ongoing enthusiastic support. It means the world to us. My final, very final for this first half, is about a new book that we have just produced and released. It's a follow-up to an earlier volume I have spoken to you about that was called Understanding Marxism. For the same reason, we have now produced a brand-new book, just out, called Understanding Socialism. It is a response, as this program is, to issues, questions, comments you have sent to us in large numbers. It's an attempt to give an overview of the different interpretations of what socialism means, of what happened in countries like Russia and China that tried to create this – the strengths, the weaknesses, the lessons to be learned, what to do, and what not to do. Please, if you're interested and want to follow up, check us out, check the book out: lulu.com is how you find both books. And I will be right back; stay with us.

Welcome back, friends, to the second half of today's Economic Update. This program, as I explained, is devoted to the analysis of competition and monopoly as two interactive, sequential phases of capitalism as a system. The first part of the program was devoted mostly to competition, so let's turn now to monopoly. What is the basic definition and criticism of monopoly? Strictly speaking, monopoly is defined simply as a situation in which the producers of a particular commodity – shoes, software programs, haircuts, it doesn't matter – have been reduced to only one. Literally one seller – a monopolist. But in general language, it includes also situations where many producers who once competed with one another have been reduced to only a handful. The strict term for only a handful is "oligopoly," but we don't have to split hairs about this. "Monopoly" will be the word we use for either one or a very small number.

For example, there were once dozens of automobile companies, but very quickly their competition reduced them to basically three for much of the post-World War II period, and you know their names: Ford, General Motors, and Chrysler. And likewise there were once many cigarette producers, there were once many television-set producers, and they became very few, whose names, therefore, we all know.

What's the criticism of a monopoly or oligopoly situation? Again, very simple: The idea is, if there's only one seller of something, that seller can jack up the price way above what he might have otherwise because he doesn't have any competitor. If he had a competitor, if he raised the price, the competitor would get all the business because we'd all go to the competitor who hadn't raised the price rather than buy it at a higher price from the monopolist. So we don't like monopolies, because they can jack up their prices and their profits because they don't have a competitor. And if it's a few, a handful, well then we talk about things like cartels: arrangements when a few get together over dinner, or out on the golf course, and tell us what the price is. If you ever wondered why the prices of different cars, different cigarettes, and so on, are so close to one another – mm-hmm – that's because there are few sellers, and somehow they worked it all out. But the basic criticism is that a monopoly is a situation in which the seller of something jacks the price up way beyond what they could otherwise get because there are no more competitors.

So let's talk about this monopoly problem and where the monopolies come from. Well, the first and most important lesson is this: Competition produces monopoly. It's not something external, imposed on competition. It has nothing to do with human greed or anything else. Are people greedy? You betcha – some more, some less – but that's really a separate matter. It's competition that produces monopoly, and let me show you how that works. In competition, we have, by definition, a whole bunch of producers. They all produce the same thing. They compete with one another, hoping we, the consumer, will buy from one rather than the other. They compete in the quality of what they produce and in the price of what they produce. And we are supposed, as consumers, to go look for the best quality at the lowest price, and to patronize that one who offers that to us better than the others that we could buy from but choose not to.

Okay, that's a fair definition. Now let's follow the logic. Company A produces – however it manages it – a better quality and/or a lower price than Company B. So we all go to Company A. Company B can't find any buyers because it's not competitive. Or to say the same thing in other words, Company A outcompetes Company B. Here's what happens: Company B collapses. Because it can't sell its goods, we're all going to Company A. So Company B sooner or later declares bankruptcy. It can't continue. It lays off its employees, it stops buying inputs, because it can't compete. Good. Now what happens in Company A? Company A says hey, there's a whole bunch of workers that have just lost their job at Company B; they're trained in producing what we produce; let's go hire some of them. And likewise, Company A says, they're not using their computers, or their trucks, or their other inputs. They're going to have to sell them on the secondhand market. We can get some important inputs we need at a lower price than we would have to pay if we bought them new. So what begins to happen is, where before there were two companies, A and B, there's now one larger A, and B has disappeared. Or to say the same thing in simple English, A – the winner in the competitive struggle – eats, absorbs into itself, what's left of Company B.

And this process is repeated over and over, until 30, or 300, companies have become one, or two, or three. That's the result of competition. That's how competition is supposed to work. That's how competition does work. It's important to understand: Monopoly is where competition leads. And as if that weren't enough, let me make sure you understand this from the business point of view: It is the great dream of every entrepreneur to become the last one standing in the competition, to win the competition, not just because it makes you feel good you outmaneuvered your competitors, but because if you're the last one standing, you're the monopolist. The reward for having outcompeted the others is that you're now in a position to jack up the profits, and the prices, way beyond what you could have done before.

So we have a system that produces monopoly, and all the incentives for every entrepreneur in competition to work as hard as possible to become the monopolist. So why is anyone surprised that monopolies keep happening, because they're the whole point and purpose of capitalist competition. If you ever were – and we never have, but if you ever were – able to get rid of all the monopolies and re-establish competition, all you would be doing is setting this same process in motion again for the umpteenth historical time. In other words, fighting against monopoly is pointless as long as you have capitalism, because it is the endless reproducer of this problem – as it always has been.

Now, how do monopolies maintain themselves? If you're the only one standing, you're a monopolist. Or you're an oligopoly, you're a few, and you get together and jack up your prices together. The question becomes look, a monopolist makes very high profits – much higher than a competitor can achieve – and isn't that an enormous incentive for other capitalists to get in on that business? Because look at the profits they're earning, because they're the only one. Apple, Amazon, Google – the profits are staggering. Everybody wants to get in. So the way a monopolist has to think is, I've got to create obstacles that block other people from coming in to get a piece of the enormous profits my monopoly allows me to get. We call that in economics "barriers to entry." Monopolists need to create barriers. Let me give you a couple of examples.

The major soft drink makers in the United States – basically Coca-Cola and Pepsi Cola – they produce a drink that has sugar and coloring in it, and lots and lots of water. Let me assure you, there is nothing difficult or complicated about producing a mixture of sugar, color, and water. It doesn't take a genius; it never did. Pepsi and Coca-Cola make a fortune off of their product, as we know, and they have for decades. They have a virtual monopoly. Now, lots of other people could produce water, sugar, and color close to, if not identical with, whatever they produce, but they can't break through. They can't really get to that status. And you know why? Because Coca-Cola and Pepsi erected a barrier to entry. And the way they did that was with advertising. Every billboard, every magazine cover, every doorway of every institution you've ever been to has a picture of smiling, happy people drinking one or the other. You've learned: that's the drink, that's the drink. Another company might make a perfect substitute, but they can't afford the enormous cost of advertising. The advertising costs more than the water, and the sugar, and the color. What you pay for when you buy Pepsi and Coke is the advertising that got you to buy it. You're paying for being hustled. But it works, because it means other companies know that they can't get in there by cheaply producing an alternative, because you have to produce the advertising that goes with it, or else you can't do it. And so their monopoly is maintained.

Here's another way to maintain a monopoly: Get the government to step in. Here the famous example is the milk producers. Some years ago, there was a crisis with milk. There was contamination; people were getting sick. So the clever milk monopolies came in and said, we're going to support the enormously expensive, special equipment to guarantee pasteurization, and so on, of milk. Why did they support it? Because your small farmer, your small dairy producer, can't afford it, so they go out of business. Only the big, rich few that are left can afford the enormous equipment. They used governmental rules to create a barrier to entry.

Here's another way: corrupt public officials. President Trump denounces Huawei corporation because it compromises our national security. It denounces European car producers because somehow their shipping cars here compromises our security. Who cares? As long as the president blocks other companies from getting into the business that might compete with an American, a barrier to entry exists. Monopolists have been very creative in coming up with ways to preserve their monopolies.

I don't want to lose the basic point. The basic point is: Capitalism oscillates, back and forth between competition and monopoly – first this industry, then that one. For a while, Ford, General Motors, and Chrysler were the monopolies – or the oligopoly, if you like – in automobiles. But eventually, Toyota, and Nissan, and Peugeot, and Fiat broke the monopoly. In that case, it was foreigners who did it. And then we had some competition, and that, then, is now shrinking. The French – the last two producers in France – have just agreed to merge. You get the picture. Industry by industry, first this one, then that one, go through one phase or another.

The important point is: The phases are not our problem. They merge into, and incentivize, each other. Each provokes movement in the other direction. The point to understand is that the problems of a capitalist system are not about this oscillation of phases. We're not going to solve the problem of monopoly by getting rid of them and re-establishing competition. We've been there; we've done that; it reproduces monopoly; and it doesn't change the basic inequality, unsustainability, instability of capitalism. We need to get beyond that stale, old debate – competition versus monopoly – and face the underlying reality: Capitalism is the problem, and getting beyond it is the solution.

#### Covid, labor surplus, automation, population collapse cap – attempts to resuscitate cause extinction.

David Neilson 21. Professor of Political Science and Economics, University of Waikato, New Zealand. “Reversing the catastrophe of neoliberal-led global capitalism in the time of coronavirus: Towards a democratic socialist alternative.” *Capital and Class* 2021. DOI: 10.1177/0309816821997114.

This competitive logic interacts both with the ‘third international division of labour’ and ‘relative surplus population’ driven (un)employment effects. Interconnected sets of mutually dependent firms located across geographically remote national localities produce parts of single commodities are brought together for final assembly (Taylor 2008). Global capitalist firms technologically enabled by advanced systems of information and communication command this global supply-side-chain form of production. Simpler parts of the production process are sub-contracted to firms located in the industrially developing countries where high ‘formal subordination’ of labouring populations facilitates ‘absolute surplus value’ strategies. In turn, conception and the more technically advanced parts of the production process that Marx identifies with ‘relative surplus value’ are located in industrially advanced countries. In sum, a contractual chain of global capitalist coordination connects specialised production units across nationally diverse locations that enable global corporations to optimise surplus value by combining absolute and relative surplus value accumulation.

However, the terms of locational competition across unevenly developing countries are actually more complex. To begin with, the second international division of labour still exists, most extensively in the form of China’s belt and road initiative. As well, developed and developing countries move somewhat towards more hybrid two-speed national economies that include both low tech or low pay peripheral, and high tech or high pay metropolitan, sectors. In sum, neoliberal globalisation has unleashed a complex competitive advantage logic for countries that has led to their reduced self-sufficiency, and thus integrally, to their dependence on the global mode of accumulation.

Second, this neoliberal-led competition-driven version of uneven development has been intensified by the zero-sum logic implied by capital scarcity caused by a growing ‘relative surplus population’ (Marx 1976; Neilson & Stubbs 2011). An increasing relative surplus population driven by redundancy of industrial production workers in the advanced capitalist countries is being intensified, not just by the transfer of material production to the recently proletarianised workers of newly industrialising capitalist countries, but also by rapid automation. Simultaneously, by extending the ‘coercive whip of competition’ to the countryside of the Global South, the first wave of the relative surplus population tendency driven by peasant dispossession has been brutally activated across previously protected peasant modes of agriculture. For newly industrialising competition states, a necessary but not sufficient source of competitive advantage has been low wages enabled by labour’s high ‘formal subordination’ driven by a growing relative surplus population. In general, growing demand to facilitate employment – but hastening ecological destruction – is prevented by the demand-depressing effects of global market competition that is intensified by labour’s increasing oversupply that inversely increases the scarcity of capital.

Moreover, ‘relative surplus population’ employment logic has particular relevance to the present virus-led crisis because labour made redundant by increasing productivity in agriculture and industry spreads to the service sector (Neilson & Stubbs 2011). Although outside the core necessary economy in Marx’s sense, the service sector has become a significant source of employment and economic viability for many countries. With this neoliberal-led zero-sum terms of international competition, a significant proportion of service sector employment has become dependent on nation states’ capacity, in competition with other nation states, to attract overseas tourists. In turn, this process has unleashed a global movement of people that now spreads the virus.

Especially for countries struggling to retain or achieve international competitiveness, which is central to local employment, there is entailed an international race to the bottom in wages, working conditions and, relatedly, in ecological standards (Olney 2013). In sum, the neoliberal model of development has activated a zero-sum international competition for scarce capital, including money coming in through overseas tourists.

Regressive nationalism and the rise of neo-fascism

Defenders of the neoliberal model of development do their best to cast the ‘regressive nationalism’ of the Alt. Right as the antithesis of its cosmopolitan project. Actually, regressive nationalism is the degenerate effect of the neoliberal project’s competition-driven globalisation logic (Neilson 2020c). However, the deep causes of regressive nationalism that lie with the effects of the neoliberal model of development are mystified both by neoliberals and Alt. Rightists (Gray 2018).

The volatility of national economic competitiveness under neoliberal globalisation implies employment insecurity and uncertainty for local populations, which is heightened further by importing overseas labour. In particular, both legal and illegal low-paid workers are imported from the relative surplus populations of competitively struggling countries into more economically successful countries. Both indirectly and directly, foreign forces and peoples can thus be cast as the cause of local economic insecurity and of undermining pre-existing cultural identities. Insecure local labouring populations are invited to release their anxiety as xenophobic anger towards scapegoated immigrant labour forces. In turn, the Alt. Right argue that the solution is to expel residing immigrant populations and halt further immigration.

In their aggressive pursuit of proactive regulation domestically, agents of the Alt. Right are degenerately vulgar neoliberals. However, they break more fundamentally with neoliberalism because they directly oppose both neoliberal cultural cosmopolitanism and neoliberal market globalisation. In particular, regardless of moral, legal or political implications, all strategies that may render a national advantage can be rationalised because there are no rules in their worldview of a primordial zero-sum war between warring nations fighting for survival. Therefore, they wilfully oppose and transgress the strictly prescribed and transparent rules of economic competition that define the project of the neoliberalised global market. As the world descends into recurring, escalating and viciously interacting crises, mistrust and economic competition fed by the primordial ideology and amoral practices of the agents of regressive nationalism threaten to spill over into direct forms of civil and international war.

The global pandemic

The global spread of COVID-19 is also related to limitations arising from the neoliberal model of development’s modes of regulation and accumulation. Its proactively capitalist mode of competitive regulation has been ideologically promoted, institutionally constructed and managed by key United Nations based regulatory agencies, and is now also embedded in the institutions and expectations of national agents. However, it is radically unsuited to the forms of international cooperation that are needed for controlling a global pandemic. Indeed, when such a global crisis occurs, the present mode of global regulation can trigger blaming, disorganisation and intensified competition. At the same time, national dependence on the global structure of the neoliberal mode of accumulation is highly destabilising. Specifically, because dependent on the global scale system of accumulation, nation states are in a weak position to be able to sustain themselves locally. This dependence manifests as a direct contradiction between maintaining national economic viability and stopping the pandemic’s spreading into a nation state from off-shore.

Directly contrary to the neoliberal ideology of self-sufficiency, national economic viability under the neoliberal mode of accumulation is dependent on achieving specialised export competitiveness within complex global commodity chains that now ‘are breaking in numerous places’ (Foster & Suwandi 2020: 9; Moody 2020). This dependence on their position within a disintegrating global system is in direct tension with the need to pursue economic localisation in order to stop COVID-19 entering the nation sate. A global crisis thus becomes a local crisis, but also a local economic crisis can have ripple effects across other countries.

The original breakout of a pandemic in one place is in-itself related to the destructive capitalism-led march of humanity into the wilderness (Wallace 2016; Wallace et al. 2020; WWF International 2020). The neoliberal model of development constitutes the perfect environment for the virus to spread rapidly from this particular locality to the whole of humanity because its forms of regulation and accumulation have generated unparalleled movement of people backwards and forwards across the planet. The global flow of things and people unleashed by the neoliberal model of development spreads the virus everywhere. Inversely, because of global market capitalist dependence and corresponding lack of local self-sufficiency, all nation states struggle to – but must – break from this global system if they are to avoid being overwhelmed by the contagion’s local invasion from off-shore.

In sum, this viral-led crisis is centrally related to capitalism’s neoliberal-led global form. On one hand, its intensification of human movement across and within national borders that now engulfs the whole planet is also what spreads the virus everywhere. It only stops spreading when we stop moving. On the other hand, as we struggle to stop moving to halt the virus, the prevailing global form of the capitalist mode of production upon which basic human existence now depends cannot be maintained. The shocking immediate choice confronting political actors is thus between containing the virus’ spread and avoiding economic breakdown. The worst case scenario is where neither goal is achieved, that is, where the spread of the virus is reactivated every time countries are driven to return to ‘business as usual’ before it has been properly stamped out. Thus, economic breakdown follows when a country locks down, and the spreading of the virus follows when a country re-opens.

The extremely unstable and inflexible nature of this form of the capitalist mode of production spreads COVID-19 to the whole world in an uneven process of refracted diffusion. This complicated transmission logic has interacting international, political and class dimensions. The movement of the virus into and within nation states initially spreads most rapidly among industrially advanced capitalist countries where the frequency and distance of human movement is highest. In contrast, spread of the virus is delayed and reduced for the shorter and less frequent moving of people and things that occurs in the non-developed countries of the Global South. With fewer economic reserves and less developed national health systems, non-developed countries have the least structural capacity to respond to this double-headed economic or health crisis. However, they do have the pre-existing advantage of more localised economies and they have time to learn from other national experiences and thereby more chance to implement successfully lockdowns and social distancing rules. Furthermore, regardless of the economic stage of capitalist industrialisation, countries with strong state capacity, decisive political leadership and a collectively responsible citizenry may be able to stop the virus by reducing citizens’ movement outside of their immediate locations while at the same time promoting ‘social distancing’.3

Despite complexly overdetermined form, a class process of diffusion overlaid by cultural inequalities is discernible. The virus is internationally carried, first, by the cosmopolitan members of the capitalist class and middle class who move freely for business and pleasure back and forth across countries. Second, it is carried by low-paid labour forces imported from poorer countries to richer countries to do informal, temporary, unskilled work in the industrial and service sectors of richer countries. Once landing in a new national territory, through cosmopolitan classes and imported labour, the virus spreads towards the local labouring population. In particular, the cosmopolitan classes who tour the world transmit the virus to low-paid service sector workers. Thus, the virus moves towards the strata of the ‘relative surplus population’, which is also overrepresented by subaltern ethnic groups. These strata are very vulnerable due to insecure, close and impoverished living conditions around working, food and housing. In the advanced capitalist countries, the virus spreads towards workers located in vulnerable parts of service and manufacturing sectors, and from there to more desperate segments of the relative surplus population including the homeless and the incarcerated. In the Global South, it spreads towards the street dwelling inhabitants of the city slums.

When the economies of the countries of the Global South are closed to stop the spread of virus, there is rapid loss in the survival capacity of those in the relative surplus population with only daily stores to meet their basic material needs. In this situation, the poor and the dispossessed confront an increasingly precarious double effect. Both as breakdown of their precarious employment based material existence, because living in vulnerable material circumstances without adequate public health, and perhaps already having compromised physical constitutions, these groups become simultaneously exposed and vulnerable to the virus while lacking the means to combat it (Foster & Suwandi 2020: 12; Onyishi et al. 2020).

Descent towards the terminal crisis of western capitalism

In one concentrated conjuncture of viciously interacting crises, the coronavirus brings to the surface symptoms of the terminal stages of the western capitalist project. The global capitalist organisation of material existence spreads the virus while undermining viable local economic responses that can contain it. Simultaneously, closing national economies in response to the virus is bringing on the deepest and most comprehensive economic crisis in human history. These manifesting contradictions that now threaten the whole of Gaia, also bring to the surface the spectre of the original epistemological and ontological contradictions of the western capitalist project’s ‘primitive’ ascendancy that have been reproduced to this day.

Especially in the United States, the present global exemplar and leader of the western capitalist project, all these viciously interacting contradictions are concentrated. The capitalist expression of Enlightenment theories that have legitimated Western capitalism’s absolute exploitation particularly through the destruction of Indigenous civilisations and the brutal industrial scale absolute exploitation of enslaved African peoples, live on to the present. Racist mentalities are reproduced across the major institutional forms centrally including labour market, education and the repressive apparatuses of the state that are also reflected in COVID-19 vulnerabilities (Pirtle 2020). Thus, there is destructive intersection of class and race oppressions (Saad-Filho 2020: 480). The present (as I write) social uprising united under the banner ‘Black Lives Matter’ may lead to a fundamental break with the institutions and mentalities of systemic racism. However, a last gasp backlash White supremacy movement, led in this case by the President, is promoting deepening social division and conflict.

Even more fundamentally, the destructively expansive logic of the capitalist mode of production, legitimated by the western modernist meta-narrative that celebrates human-centred exploitation of the natural world and that has been extended and intensified under the neoliberal model of development, now expresses itself as a steady march towards ecocatastrophe. Today, dynamically expanding material capital accumulation unleashed globally by the neoliberal model of development threatens Gaia as capital scours all the world in search of dwindling raw materials, as species go extinct daily and as the manifold effects of global warming undermine the most basic conditions of life on the planet. At the same time, the human component of Gaia is suffering, more or less, as a result of this ecological destruction, and by the relative-surplus-population-led descent of human civilisation into a chaotically disorganised ‘planet of slums’ ravaged by global viruses and deep social dislocation (Davis 2006, 2020; Foster & Suwandi 2020). In sum, the present conjuncture condenses the manifold contradictions of the western capitalist project in a terminal cycle of interacting crises.

#### Vote neg for anti-capitalist commons – collectives should refuse commitments to competitive principle and the straitjacket of what’s “realistic.”

Rose 21 [Nick. PhD in Political Ecology from RMIT University. Executive Director of Sustain: The Australian Food Network. From the Cancer Stage of Capitalism to the Political Principle of the Common: The Social Immune Response of “Food as Commons.” Int J Health Policy Manag 2021. 3-31-21. DOI: 10.34172/ijhpm.2021.20 //shree]

Silvia Federici provides a longer historical perspective, noting that ‘commoning is the principle by which human beings have organised their existence for thousands of years;’ and that to ‘speak of the principle of the common’ is to speak ‘not only of small-scale experiments [but] of large-scale social formations that in the past were continent-wide.’87 Hence a commons-based society is neither a utopia or reducible to fringe projects, and the commons have persisted despite the many and continuing enclosures, ‘feeding the radical imagination as well as the bodies of many commoners.’87 Federici acknowledges that commons and practices of commoning are diverse, that many are susceptible to cooptation and many are consistent with the persistence of capitalism; indeed some, such as charities providing social services (including foodbanks) during the years of austerity budgets in the United Kingdom (2010-2015), reinforce and stabilise capitalism.87 What matters to Federici is the character and intentionality of the commons as anti-capitalist, as ‘a means to the creation of an egalitarian and cooperative society…no longer built on a competitive principle, but on the principle of collective solidarity [and commitments] to the creation of collective subjects [and] fostering common interests in every aspect of our lives.’87

Federici’s analysis resonates with the political thought and proposals developed by Dardot and Laval in their 2018 work, ‘On Common: Revolution in the 21st century.’11 For Dardot and Laval, the common is likewise understood as a principle of political struggle, a demand for ‘real democracy’ and a major driving force behind the emerging articulation of a political vision and programme that transcends and overcomes the straitjacket logic of neoliberal ideological hegemony and its ‘policy grammar’ which appears to foreclose all alternatives and lock us forever into a capitalist realism in which ‘it is easier to imagine the end of the world than it is to imagine the end of capitalism.’89 Eschewing Bollier’s ‘triarchy’ of a market/state/ commons coexistence, Dardot and Laval argue for a politics of the common based on an engaged citizenry that directly participates and deliberates in all decisions which impact it, and in the process not merely transforms the institutions responsible for the management of services and allocation of resources, but creates new institutions and new ways of being in the world.11

Dardot and Laval describe this form of politics as ‘instituent praxis’: the common, they argue, is ‘not produced but instituted.’11 This acknowledges the conventional understanding of Ostrom, Bollier and others of ‘the commons’ as residing in the rules – the laws – that a community establishes for the collective management and use of shared resources, but extends it much further and in a more radical direction. The essence of the commons, they argue, is not in the goods per se such as land or a forest or a seed bank ‘held in common,’ but rather in the process of their establishment as well as the ongoing negotiation that will surround their use and governance. Hence, Dardot and Laval distinguish the commons from the ‘rights’ tradition of property, arguing that ‘the commons are above all else matters of institution and government…the use of the commons is inseparable from the right of deciding and governing. The practice that institutes the commons is the practice that maintains them and keeps them alive and takes full responsibility for their conflictuality through the coproduction of rules.’90 To ‘institute’ in this context should not be misunderstood as ‘to institutionalise [or] render official;’ rather it is ‘to recreate with, or on the basis of, what already exists.’ 90 This messy, conflictual and evolving process is what Dardot and Laval insist will ultimately bring about a revolution, not in the form of a violent uprising or insurrection, but rather through the ‘reinstitution of society’ via the transformation of politics and economy from its current state of ‘representative oligarchy’ to full participatory and deliberative democracy.11 Such a vision is premised on a mass politicisation of society; in effect a return of mass popular political contestation and a turn away from the postpolitical era of the neoliberal consumer.91-92

### Regs CP – 1NC

#### The United States federal government should:

#### 1 – create a non-antitrust Digital Authority responsible for regulating digital platform policy through the mechanisms outlined in the Stigler evidence;

#### 2 – establish regulatory oversight on the appointments and actions of said Digital Authority board; and,

#### 3 – refuse to engage with the FTC on any initiatives that would directly cost the FTC time, energy or resources.

For reference, these include:

---imposing market standards

---mandating portability and accessibility of data

---monitor and correct negative market developments

---review mergers

---work with applicable agencies in other countries.

#### Solves the aff

Stigler Committee on Digital Platforms 19. The Steigler Committee is an independent committee of over 30 area experts and scholars tasked with creating a report on the regulation of digital platforms. What follows are the credentials of the report’s main organizers, but a full list of scholars and qualifications can be found at the link listed later in this cite. Luigi Zingales is the Robert C. McCormack Distinguished Service Professor of Entrepreneurship and Finance at the University of Chicago Booth School of Business. Guy Rolnik is a Clinical Associate Professor of Strategic Management at the University of Chicago Booth School of Business. Filippo Maria Lancieri is a fellow at the George J. Stigler Center for the Study of the Economy and the State. "Stigler Committee on Digital Platforms: Final Report." The University of Chicago Booth School of Business. 9-16-2019. https://www.chicagobooth.edu/research/stigler/news-and-media/committee-on-digital-platforms-final-report

Longer-term—the creation of a Digital Authority: The strongest indication emerging from the four reports is the importance of having a single powerful regulator capable of overseeing all aspects of DPs. DPs generate several concerns across different fields, all linked to the power of data. To address these concerns in a holistic way, there needs to be a single regulator able to impose open standards, to mandate portability of and accessibility to data, to monitor the use of dark patterns and the risks of addiction, and to complement the FTC and the DoJ in merger reviews. Countries like the UK are considering the set-up of a Digital Markets Unit. The United States and other nations should follow their example.[[1]](#footnote-1)

#### Regulation solves better.

Jacob Beaupre 20, Currently Associate Attorney at the Hunt Law Group, Formerly Judicial Extern in the United States Court of Appeals for the Seventh Circuit, J.D. Candidate at the University of DePaul College of Law, 2020, Big Is Not Always Bad: The Misuse of Antitrust Law to Break Up Big Tech Companies, 18 DePaul Business & Commercial Law Journal, Winter 2020, Nexis Uni

iii. Regulation, not Antitrust

Regulating the tech giants would be more in line with the goals outlined by those who are concerned about the influence of Big Tech. Opponents of Big Tech cite fears of data privacy, the spread of misinformation, and data misuse. Much of Big Tech's opposition comes from fears about data concerns. Roughly half of Americans do not trust the government or social media sites to protect their data. Because of these increasing concerns, companies like Apple already expect to be regulated by the government. However, the FTC does not have much enforcement power in the protection of online privacy. Internet companies have disputed the FTC's authority to regulate data privacy practices. To solve this problem the FTC has requested [\*45] Congress create internet privacy and security laws. Regulating Big Tech would be a more narrowly-tailored way to deal with the power and size of tech companies.

As of now, there is only a "patchwork" of existing regulations that apply to issues like data use and privacy. To give consumers the information and transparency they want, the U.S. Congress should draft legislation outlining what can and cannot be done with consumers' data. Legislation should clearly outline consent, access, portability of information, and erasure of personal information. Additionally, policymakers should look to the European Union's General Data Protection Regulations ("GDPR") or the California Consumer Privacy Act. The GDPR protects all personal online data, regardless of who collects it or how it is processed. Under the GDPR, companies are required to notify users of a data breach within 72 hours of discovering a data breach and companies must request user consent in a clear and accessible way. Additionally, the GDPR allows users to stop third party access or to delete their data. The GDPR imposes a fine of up to 4 percent of annual global revenue for noncompliance. Regulations, like the GDPR, could serve as a template to give consumers greater control over their data.

The GDPR is not the only law regulating the tech industry and reforming data privacy. The California Consumer Privacy Act, which will take effect on January 1, 2020, will likely transform data privacy law. Once enacted, California will have the strictest data privacy laws in the nation. The Act will apply to companies serving California residents, which is impactful due to California's economic presence and large population. Due to California's economic impact and large population, almost all companies will ultimately serve California residents. The law not only compels companies to disclose data collection [\*46] in their privacy policies, but also to company users on request. The Act also allows users to delete their data and to "opt out" of having their data sold. Additionally, it is illegal for companies to discriminate against consumers for exercising their privacy rights under the Act. The Act is primarily geared toward consumers as it governs consumer privacy rights and disclosures made to consumers. These protections only apply to California residents, but few companies are "likely to devote the resources necessary to provide the Act's opt-out options to a user visiting a Web site from an IP address in California, while providing a Web site without those features to residents of the other 49 states." As written, the law has expansive consumer protections, which could soon become the model that other states and the federal government follow.

Policymakers could consider other measures to regulate Big Tech without breaking up Big Tech. For instance, policymakers could mandate that Big Tech companies share their data with smaller tech companies. Amassing data is the key to innovation and Big Tech companies maintain their competitive advantage from the vast amount of data they possess. To increase competition, Professor Viktor Mayer-Schonberger, a professor of internet governance at the Oxford Internet Institute, advocates that large tech companies be mandated to share anonymized data with less powerful competitors. Doing so would allow start-ups to have more of an opportunity to succeed because innovation tends to require access to more data. This would prevent the drawbacks that breaking up a tech company like Google would create. Reducing the amount of data a company can use reduces anyone's ability to use the data collected and prevent innovation. Breaking up a company like Google could make its services less reliable because sharing data between a service like Google Search and Google Maps creates reliability and improves consumer [\*47] services. Further, Big Tech could be regulated by preventing Big Tech from favoring their own platforms and services. Hal Singer, a senior fellow at the George Washington Institute of Public Policy, argues that companies like Google defeat competitors by their services special treatment, even when they are not as good as a competitor's. To prevent this problem, Singer proposes regulating tech companies like cable companies by preventing tech companies from using its platform to "artificially give a leg up to [its] own affiliated properties." Smaller companies could then bring complaints to a neutral arbiter. This could help alleviate one of the biggest concern that small businesses will not have power to take on companies like Google and Facebook.

There are ways of regulating Big Tech without requiring the drastic steps of a break-up. Regulatory measures could alleviate some concerns that antitrust advocates have. Additionally, stricter privacy laws would give consumers' protection they seek, as well as simplify compliance by establishing a national baseline.

IV. Conclusion

The big four technology companies should not be broken up under antitrust law. Antitrust law has an uneasy fit with internet-based businesses because is difficult to discern how to judge when an internet company has become a monopoly since the internet is so vast, changes so quickly, and has many sectors to it. The internet's nature is disruptive and because of the pace of technological change, it is important that antitrust policy take into account how breaking up an internet company may have negative effects on the American economy and on the development of technology.

Businesses who create the best products and do the most research should not be interfered with so long as the companies are not stifling competition and are not monopolies under the legal definitions. Certainly, antitrust law could be applied if Google hypothetically bought Facebook, Netflix, and Twitter since Google would control an outsized market share and would have an intent to monopolize the internet. But this is not what is occurring at this juncture. The big four technology companies record profits and are indisputably large and powerful [\*48] corporations. Nevertheless, antitrust law should not be applied because the whims of the populist mob do not like tech companies' size and influence.

It is rational to worry about Big Tech's outsized influence on the American economy. However, simply targeting the big four tech companies because of their record earnings and increasing size is counter to the intent of the antitrust acts. If those feel that these companies have too much unchecked power, policymakers and officials should consider regulatory action. There are good and well-reasoned arguments for regulating these tech giants given the recent string of controversies regarding data privacy, but antitrust law is not the avenue to check tech giants' power. The antitrust laws cannot be used simply to satisfy the populist furor over corporate earnings and power, as the antitrust acts only apply if a company is stifling or intending to stifle competition and innovation. Regulatory actions or new legislation policing data use and privacy, cybersecurity, foreign interference in elections, and other issues are a better fit than simply breaking up an entire large business.

Right now, consumers are receiving great benefits because of the big four tech companies' dominance. Consumers have a near limited array of options on the internet and there is no shortage of innovation. With new issues arising as a result from changing pace of technology and the economy, the American legal system should let the market run its course, albeit with some regulation on the industry, unless these tech giants begin to take drastic steps to monopolize and engage in predatory behavior. The populism behind these arguments to break up the tech giants is not grounded in antitrust law nor the policy behind it.

### Forecasting CP – 1NC

#### The United States should only allow the continuation of the legal increase of light handed procompetitive regulatory prohibitions on anticompetitive conduct by dominant platforms under antitrust law only when a team of the Good Judgment Project’s “super-forecasters” has determined that the activity reduces the numerical probability of lack of innovation and anticompetitive conduct by dominant platforms from an unacceptably high level.

\* The Good Judgment Project’s “Super-forecasters” are team members of the Good Judgement Project that have ended in the top 2% of forecasters tournaments, selected by Tetlock’s team.

#### ONLY the counterplan solves---the plan can’t keep up with market changes.

AMC 07. Antitrust Modernization Commission. Deborah A. Garza, Chair. Bobby R. Burchfield ,Commissioner. W. Stephen Cannon, Commissioner. Dennis W. Carlton, Commissioner. Makan Delrahim, Commissioner. Jonathan M. Jacobson, Commissioner. Jonathan R. Yarowsky, Vice-Chair. Donald G. Kempf, Jr., Commissioner. Sanford M. Litvack, Commissioner. John H. Shenefield, Commissioner. Debra A. Valentine, Commissioner. John L. Warden, Commissioner. “Report and Recommendations.” https://govinfo.library.unt.edu/amc/report\_recommendation/amc\_final\_report.pdf

To determine whether and when particular forms of business conduct may harm competition requires an understanding of the market circumstances in which they are undertaken. Antitrust agencies and the courts have long looked to economic learning for assistance in understanding market circumstances and the likely competitive effects of particular business conduct.23 Indeed, economics now provides the core foundation for much of antitrust law. Not surprisingly, as economic learning about competition has advanced over the decades, so have the contours of antitrust doctrine.

Antitrust law also must keep pace with developments in the business world. Business practices may change, especially as technological innovation and global economic integration alter the competitive forces at work in particular markets. To protect competition and consumer welfare, antitrust analysis must offer sufficient flexibility to take account of these changes, while maintaining clear and administrable rules of antitrust enforcement.

B. Periodic Assessments of the Antitrust Laws Are Advisable

The antitrust laws in the United States require ongoing evaluation and assessment to ensure they are keeping pace with both economic learning and the ever-changing economy.24 In past decades, various entities have empowered six different commissions to assess how well antitrust law operates to serve consumers. The Antitrust Modernization Commission is the seventh such commission in almost seventy years.25 Prior commissions have made recommendations about both the substance and procedure of antitrust law.

#### Flexibility is key to super forecasting competition policy---the aff locks in policy failure.

Michelle Baddeley 17. Institute for Choice, University of South Australia. Journal of Behavioral Economics for Policy, Vol. 1, No. 1, 27-31, 2017. “Experts in policy land - Insights from behavioral economics on improving experts’ advice for policy-makers”. https://sabeconomics.org/wordpress/wp-content/uploads/JBEP-1-1-4-F.pdf

Whichever side one takes on these political divides, if the modern fashion is to allow subjective, partisan opinions to trump expert advice, what are the likely implications? Is it wise to be so mistrustful of experts? Expert advice is irreplaceable. Scientific experts and academics play a crucial role in developing new findings and insights to help inform policy, with implications across the range of human activity – from health and environmental policy through to competition policy, consumer protection and financial regulation – to name just a few. But to what extent are experts objective and impartial? Is their advice really impartial and unbiased, based around a cool and calculating objective assessment of evidence, after the careful application of robust research methodologies? In practice - uncertainty, insufficient information, unreliable data or flawed analysis can limit the expert’s ability to untangle the truth, and make it difficult for the policy-maker to assess the extent to which expert advice is reliable. Robust statistical methods, careful experimental design and clear hypotheses can guide the expert but impartial advice is also compromised by a range of economic, behavioural and socio-psychological constraints, some of which may be beyond the expert’s conscious control. Heuristics, biases and social influences driving experts can have significant negative consequences for the public, especially if misleading research findings are used to guide public policy.

This paper will explore some of these influences on experts’ judgement. In Section 2, some of problems around information, risk and uncertainty are outlined; in Section 3, key economic and socio-psychological constraints are explored. Policy implications and solutions are suggested in Section 3, focussing on how we can ensure that expert advice is devised and applied in the most robust and objective ways possible.

Information, risk and uncertainty

Risk and uncertainty is an unavoidable problem, especially for the scientific research that backs up expert judgement because it is about investigating novel, poorly understood phenomena. When information is scarce, a situation is profoundly uncertainty, and/or we have had no prior experience of an event or phenomenon, we cannot quantify the risk of one event versus another. Frequency ratios capturing the incidence of similar events in the past are of no use when there have been no similar events in the past. Given uncertainty, it is not possible to tell before the fact whether experts are right or wrong. It is not like we have given them a difficult mathematical problem which we can double check ourselves using a computer or calculator. With scientific research and expert advice – there is no way to know what the truth might be, and that is why we need experts to find it. And we can only judge expert judgements with the benefit of hindsight, if at all. This is a Catch-22: we need expert evidence to judge expert evidence.

An example of how policy-makers confront these problems of uncertainty and poor information affecting expert advice is the work of the Hazardous Substances Advisory Committee (HSAC) – an advisory committee to the UK’s Department for Environment, Food and Rural Affairs. This committee focuses on another complication arising from uncertainty – the difference between a risk and a hazard. Hazards exist, they are there – but if we know where they are, we can avoid them and thereby minimize our risk. The problem comes in knowing what and where the hazards are. Scientific experts on HSAC – including a range of toxicologists, environmental scientists and biochemists, as well as social scientists – assess evidence to help to inform the UK’s regulatory policy with respect to chemicals harmful to the environment and human health. Often a key constraint is that they are asked to provide advice around the likely environmental impacts of hazardous substances such as endocrine disruptors, antiobiotics and nanomaterials – often we do not know too much about these substances and their long-term impacts, especially for innovative technologies such as nanomaterials. HSAC has therefore devised a structure for assessing the quality of evidence when information is scarce and uncertainty is endemic –spanning not only the usual scientific evidence around experiments and field observation, but also including computational modelling and anecdotal evidence (Collins et al. 2016). For experts used to analysing large data sets, the latter would seem like an anathema but when experts are facing fundamental uncertainty the types of evidence they might use must expand accordingly. If we are forced to rely on anecdote, we need to understand what distinguishes good anecdotal evidence from bad anecdotal evidence: anecdotes that are corroborated across a range of sources are more reliable than single anecdotes, for example.

Economic and socio-psychological constraints

The problems of poor information, risk and uncertainty are not about the fallibility of individuals or even differences between individuals – either in terms of their individual differences and characters, and/or their susceptibility to biases and social influences. Once we introduce these additional constraints – which reflect the characters of the experts not the nature of the evidence – the opportunities for mistakes and misleading guidance increase significantly.

Individual differences

Individual differences seem to play a role, including in terms of innate ability to make judgements about uncertain futures. Philip Tetlock conducted a study which showed that, in forecasting uncertain future events, most experts are only just better than an ordinary person guessing at random (Tetlock 2006). In a second study, however – a collaboration with Dan Gardner – he showed that some particular individuals – experts or not – are “super-forecasters” who have a particular aptitude for forecasting (Tetlock and Gardner 2015). What ideal characteristics might enable these super-forecasters to predict so well? In a complex world, we need experts who are able to understand and analyse a wide range of evidence. Do we need experts who can cover a broad range, or experts who know a narrow field very well? Linking to Isaiah Berlin’s distinction between the fox-types who have a wide but relatively superficial knowledge, and the hedgehog-types who have a deep but relatively narrow knowledge, Tetlock (2006) argues that we may prefer to be advised by foxes – who know many little things, can draw on an eclectic range of evidence and are able to improvise relatively easily when evidence shifts. The hedgehogs, who know one area very well and focus on one tradition may be too inclined to impose formulaic and inflexible solutions.

#### Binding forecasting is key to spillover---solves security.

J. Peter Scoblic and Philip E. Tetlock 20. J. Peter Scoblic is Co-Founder of Event Horizon Strategies, a Senior Fellow in the International Security Program at New America, and a Fellow at Harvard’s Kennedy School. Philip E. Tetlock is Leonore Annenberg University Professor at the University of Pennsylvania, Co-Founder of Good Judgment, and a co-author of Superforecasting: The Art and Science of Prediction. “A Better Crystal Ball The Right Way to Think About the Future”. https://www.foreignaffairs.com/articles/united-states/2020-10-13/better-crystal-ball

The greatest barrier to a clearer vision of the future is not philosophical but organizational: the potential of combining scenario planning with probabilistic forecasting means nothing if it is not implemented. On occasion, the intelligence community has used forecasting tournaments to inform its estimates, but that is only a first step. Policymakers and consumers of intelligence are the ones who must understand the importance of forecasts and incorporate them into their decisions. Too often, operational demands—the daily business of organizations, from weighty decisions to the mundane—fix attention on the current moment.

Overcoming the tyranny of the present requires high-level action and broad, sustained effort. Leaders across the U.S. government must cultivate the cognitive habits of top forecasters throughout their organizations, while also institutionalizing the imaginative processes of scenario planners. The country’s prosperity, its security, and, ultimately, its power all depend on policymakers’ ability to envision long-term futures, anticipate short-term developments, and use both projections to inform everything from the budget to grand strategy. Giving the future short shrift only shortchanges the United States.

### FTC DA – 1NC

#### FTC’s increasing enforcement in privacy now.

James V. Fazio 21. Special counsel in the Intellectual Property Practice Group at Sheppard, Mullin, Richter & Hampton LLP, with Liisa M. Thomas, 3/11. “What Is FTC’s Course Under Biden?” https://www.natlawreview.com/article/what-ftc-s-course-under-biden

The new acting FTC chair, Rebecca Kelly Slaughter, recently signaled that the FTC may increase enforcement and penalties in the privacy and data security realm. Slaughter pointed to several areas of focus for the FTC this year, which companies will want to keep in mind: Notifying Consumers About FTC Allegations: Slaughter referred favorably to two recent cases: (1) the Everalbum biometric settlement from earlier this year (which we wrote about at the time); and (2) the Flo Health settlement over alleged deceptive data sharing practices (which we also wrote about at the time). In drawing on these two cases, Slaughter indicated that in future cases the FTC intends to include as part of any settlement a requirement to notify customers of any FTC allegations. This, she said, would allow consumers to “vote with their feet” and help them decide whether to recommend their services to others. FTC Intent to Plead All Relevant Violations: According to Slaughter, another lesson the FTC is taking from the Flo case is to include in the cases it brings all potentially applicable violations of all relevant privacy-related laws. In the Flo case, Slaughter said the FTC should have pleaded a violation of the Health Breach Notification Rule, which requires that vendors of personal health records notify consumers of data breaches. Focus on Ed Tech and COPPA: Given the explosive growth of education technology during COVID-19, the FTC is conducting an industry sweep of the industry. Related to this, the FTC is reviewing its Children’s Online Privacy Protection Act Rule. This goes beyond the refresh the agency did of their FAQs earlier in the pandemic (which we wrote about at the time). For now, Slaughter reminds companies that parental consent is needed before collecting information online from children under the age of 13. Examination of Health Apps: The FTC will take a closer look at health apps, including telehealth and contact tracing apps, as more and more consumers are relying on such apps to manage their health during the pandemic. Overlap Between Competition and Privacy: Slaughter also indicated that it is worth looking at situations where there may be not only privacy concerns, but antitrust as well. Because the FTC has a dual mission (consumer protection and competition) she notes that it has a “structural advantage” over other regulators in that it can look at these issues, especially since -she states- “many of the largest players in digital markets are as powerful as they are because of the breadth of their access to and control over consumer data.” Racial Equality and AI/Biometrics/Geotracking: Slaughter noted that COVID-19 is exacerbating racial inequities. She pointed to the unequal access to technology, as well as algorithmic discrimination (the idea that discrimination offline becomes embedded into algorithmic system logic). The FTC intends to focus on algorithmic discrimination, as well as on the discrimination potentially embedded into facial recognition technologies. (This mirrors concerns that gave rise to the recent Portland facial recognition law, which we recently wrote about). Finally, Slaughter commented on the use of location data to identify characteristics of Black Lives Matter protesters, and said she is concerned about the misuse of location data to track Americans engaged in constitutionally protected speech. Putting it Into Practice: Companies that operate health apps, that are in the education technology space, or that use algorithms or facial recognition tools will want to keep in mind that these are areas of focus for the FTC. And for everyone, keep in mind that the FTC has indicated it will beef up privacy law penalties and will ask for more notification to injured consumers.

#### Antitrust enforcement saps up finite resources and personnel

Tara L. Reinhart, et al. 21. \*\*Head of Skadden, Arps, Slate, Meagher & Flom LLP’s Antitrust/Competition Group. \*\*Steven C. Sunshine, Co-head of Skadden, Arps, Slat, Meagher & Flom LLP’s Antitrust/Competition Group. \*\*David P. Whales, antitrust lawyer with over 25 years of experience in both private and public sectors. \*\*Julia Y. York, partner at Skadden, Arps, Slat, Meagher & Flom LLP. \*\*Bre Jordan, associate at Skadden, Arps, Slat, Meagher & Flom LLP focusing on antitrust law. “Lina Khan’s Appointment as FTC Chair Reflects Biden Administration’s Aggressive Stance on Antitrust Enforcement.” 6/18/21. https://www.skadden.com/insights/publications/2021/06/lina-khans-appointment-as-ftc-chair

Second, like all antitrust enforcers, Ms. Khan and the FTC will face resource constraints. Bringing antitrust litigation is an expensive and laborious process, often requiring millions of dollars for expert fees and a large army of FTC staff attorneys and taking many months or even years to accomplish. Typically, the FTC can only litigate a handful of antitrust matters at a time. It seems likely that Congress will provide more funding to the FTC in the current environment, but even with these extra resources, the FTC will still have to pick its cases carefully and cannot challenge every deal or every instance of alleged unlawful conduct.

#### That trades off

John O. McGinnis\* and Linda Sun\*\* 20. \*George C. Dix Professor, Northwestern University, and Associate-Designate, Wilmer Pickering Hale & Dorr LLP. “Unifying Antitrust Enforcement for the Digital Age.” Northwestern Public Law Research Paper No. 20-20. https://papers.ssrn.com/sol3/papers.cfm?abstract\_id=3669087

The FTC needs more resources to adequately address the nation’s growing privacy concerns. Currently, the FTC oversees both consumer protection—encompassing privacy—and antitrust,249 making the FTC the chief federal agency on privacy policy and enforcement250 and the nation’s de-facto privacy agency.251 The agency has long-standing experience in enforcing privacy statutes252 and also has special privacy assets, such as an internet lab capable of high-quality tech forensics to track invasions of privacy.253 The FTC, however, has failed to keep pace with the massive growth of privacy concerns—a phenomenon also driven by modern technology. Very few Americans feel conﬁdent in the privacy of their information in the digital age.254 According to a 2019 study, over 80% of Americans feel that they have little to no control over the data collected on them by companies and the government.255 To adequately address privacy concerns, the FTC needs more resources.256 The agency has been explicit that it needs more manpower to police tech companies. In requesting increased funding from Congress, FTC Director Joseph Simons said the money would allow the agency to hire additional staff and bring more privacy cases.257 A former director of the FTC’s Bureau of Consumer Protection, which houses the privacy unit, has called the FTC “woefully understaffed.”258 As of the spring of 2019, the FTC had only forty employees dedicated to privacy and data security, compared to 500 and 110 employees at comparable agencies in the UK. and Ireland, respectively.259 Without more lawyers, investigators, and technologists, the FTC will be forced to conduct privacy investigations less thoroughly, and in some cases, forgo them altogether.260 Currently, the FT C’s resources are spread thin across multiple missions, to the detriment of its privacy efforts. Removing the agency’s antitrust responsibilities would reallocate resources from the antitrust department to its privacy unit and other areas of consumer protection. Further, it would free up the scarce time of the commissioners to oversee this essential effort.261

#### extinction

Mike Thomas 20. Quoting AI experts including MIT Physics Professors, Senior Features Writer for BuiltIn. THE FUTURE OF ARTIFICIAL INTELLIGENCE: 7 ways AI can change the world for better ... or worse, Updated: April 20, 2020, <https://builtin.com/artificial-intelligence/artificial-intelligence-future>

Klabjan also puts little stock in extreme scenarios — the type involving, say, murderous cyborgs that turn the earth into a smoldering hellscape. He’s much more concerned with machines — war robots, for instance — being fed faulty “incentives” by nefarious humans. As MIT physics professors and leading AI researcher Max Tegmark put it in a 2018 TED Talk, “The real threat from AI isn’t malice, like in silly Hollywood movies, but competence — AI accomplishing goals that just aren’t aligned with ours.” That’s Laird’s take, too. “I definitely don’t see the scenario where something wakes up and decides it wants to take over the world,” he says. “I think that’s science fiction and not the way it’s going to play out.” What Laird worries most about isn’t evil AI, per se, but “evil humans using AI as a sort of false force multiplier” for things like bank robbery and credit card fraud, among many other crimes. And so, while he’s often frustrated with the pace of progress, AI’s slow burn may actually be a blessing. “Time to understand what we’re creating and how we’re going to incorporate it into society,” Laird says, “might be exactly what we need.” But no one knows for sure. “There are several major breakthroughs that have to occur, and those could come very quickly,” Russell said during his Westminster talk. Referencing the rapid transformational effect of nuclear fission (atom splitting) by British physicist Ernest Rutherford in 1917, he added, “It’s very, very hard to predict when these conceptual breakthroughs are going to happen.” But whenever they do, if they do, he emphasized the importance of preparation. That means starting or continuing discussions about the ethical use of A.G.I. and whether it should be regulated. That means working to eliminate data bias, which has a corrupting effect on algorithms and is currently a fat fly in the AI ointment. That means working to invent and augment security measures capable of keeping the technology in check. And it means having the humility to realize that just because we can doesn’t mean we should. “Our situation with technology is complicated, but the big picture is rather simple,” Tegmark said during his TED Talk. “Most AGI researchers expect AGI within decades, and if we just bumble into this unprepared, it will probably be the biggest mistake in human history. It could enable brutal global dictatorship with unprecedented inequality, surveillance, suffering and maybe even human extinction. But if we steer carefully, we could end up in a fantastic future where everybody’s better off—the poor are richer, the rich are richer, everybody’s healthy and free to live out their dreams.”

### T-Private – 1NC

#### Interpretation – private sector means all non-governmental persons or entities.

Senate Report 95 (Senate Report. 104-1, “UNFUNDED MANDATE REFORM ACT OF 1995,” <https://www.congress.gov/congressional-report/104th-congress/senate-report/1> , date accessed 9/10/21)

"Private sector" is defined to cover all persons or entities in the United States except for State, local or tribal governments. It includes individuals, partnerships, associations, corporations, and educational and nonprofit institutions.

#### Violation – the AFF exclusively applies to tech, a segment of the private sector.

#### Vote NEG:

#### 1 – Limits – the number of potential subsets is infinite – any industry, product, company, individual

#### 2 – Ground – kills NEG access to in-depth debates on structural regulations in favor of sector specificity – causes race to beat regs that eliminates NEG ground.

## Adv 1

### 1NC---I/L Defense

#### Platform utility regulation doesn’t solve competition – too vague

Will Rinehart, 19. Will Rinehart is Former Director of Technology and Innovation Policy at the American Action Forum. “FOUR REASONS WHY SENATOR WARREN’S PUBLIC UTILITY PROPOSAL WILL BACKFIRE.” March 12, 2019. https://www.americanactionforum.org/insight/four-reasons-why-senator-warrens-public-utility-proposal-will-backfire/

Senator Elizabeth Warren recently offered a new proposal to break up tech companies, which she is calling platform utility regulation. If put in place, companies that have annual global revenue of $25 billion or higher and that provide an online marketplace, an exchange, or a platform would be broken up, while all platforms, regardless of size, would be subject to a new series of regulations. Here are four reasons why the proposal will backfire. Reason One: The Proposal Won’t Induce Competition, But Chaos Under Warren’s proposal, the companies would be prohibited from owning both “the platform utility and any participants on that platform.” Apple and Google would be prohibited from preloading apps on their mobile operating systems. In its strictest form, this rule would mean a structural separation between the advertising side of the platform and the users. Without both sides of the market, there is no business model. As Michael Moritz, a major investor in Google, said of those early years before the ad side was combined with users, “We really couldn’t figure out the business model. There was a period where things were looking pretty bleak.” Because these businesses depend on the combination of the two sides, any action meant to break them up would be a death knell. Moreover, all platforms would be required to engage in “fair, reasonable, and nondiscriminatory dealing with users,” swinging open the door to regulation. Because these terms are hard to define, an agency would need to be given wide latitude, much like the amorphous public-interest standard at the Federal Communications Commission (FCC). As former FCC Commissioner Glen Robinson explained, this standard “is vague to the point of vacuousness, providing neither guidance nor constraint on the agency’s action.” Something similar would be expected for platform regulation under this proposal.

#### Plan doesn’t solve – size isn’t the issue

Joshua Brown, 19. CEO of Ritholtz Wealth Management and a commentator for CNBC and MSNBC. He has been named by The Wall Street Journal, Barron's and TIME Magazine as the most important financial follow on Twitter. Follow him on Twitter: @ReformedBroker. “Actually, consumers love Big Tech, even if they say they don't.” March 15, 2019. https://thehill.com/opinion/finance/434200-actually-consumers-love-big-tech-even-if-they-say-they-dont

And had it not accepted a buyout from Facebook, there isn’t any guarantee that it would have ever gotten to over a billion users as it had by last summer. The integration of Instagram onto Facebook’s social graph almost certainly had a major impact on its adoption curve. When it was acquired, there were many other photo-sharing sites and apps offering similar features. To hear the anti-monopolists tell it, Facebook had acquired a competing social platform and thus took over a market. In reality, Facebook built Instagram into what it is today.

So the question becomes one of incentives. If we want to see our large technology companies continue to generate profits for shareholders, promote growth in the overall economy, pay good wages for employees and invent new businesses that keep America’s dynamism the envy of the world, then why would we seek to punish them for having done so? Facebook’s success at growing the user base of Instagram and then its revenue base should not, in and of itself, be grounds for a breakup. Size alone is not the real issue. The monopolies of past eras of American history attracted the ire of antitrust proponents because, upon attaining a certain size within their industries, they had become abusive to everyday consumers who found themselves with a limited amount of choice. By cutting out smaller operators, Rockefeller and Morgan were able to effectively set prices for oil or steel and then defend their monopoly by using their influence over shippers, rail operators, miners, politicians and construction companies. What’s tricky about today’s alleged monopolists is that they’ve actually used their size to do the opposite. Consumers have not been harmed by Amazon’s dominance over e-commerce, they actually love it, which is why there are over 100 million Prime users paying an annual membership fee for the privilege. If anything, Amazon’s size has been a deflationary force for the consumer, in much the same way that Walmart had been for decades prior. This perhaps explains why no serious political proposal has come along to stop Amazon up until now, as it’s grown from an online bookstore to one of the largest employers in America. If consumers were complaining, it might have come up sooner. But people love being able to buy everything in one place, they love everyday discounts, they love having items suggested to them that compliment the items they’ve already bought, they love free shipping and they love a shopping experience that anticipates what they’re going to need before they even need it.

### 1NC---AT: Slow Growth

#### No slow growth impact---it induces restraint.

Christina L. Davis & Krzysztof J. Pelc 17. \*Professor of Politics and International Affairs at Princeton. \*\*Associate Professor of Political Science at McGill University. “Cooperation in Hard Times: Self-restraint of Trade Protection.” *Journal of Conflict Resolution* 61(2): 398-429. Emory Libraries.

Conclusion Political economy theory would lead us to expect rising trade protection during hard times. Yet empirical evidence on this count has been mixed. Some studies find a correlation between poor macroeconomic conditions and protection, but the worst recession since the Great Depression has generated surprisingly moderate levels of protection. We explain this apparent contradiction. Our statistical findings show that under conditions of pervasive economic crisis at the international level, states exercise more restraint than they would when facing crisis alone. These results throw light on behavior not only during the crisis, but throughout the WTO period, from 1995 to the present. One concern may be that the restraint we observe during widespread crises is actually the result of a decrease in aggregate demand and that domestic pressure for import relief is lessened by the decline of world trade. By controlling for product-level imports, we show that the restraint on remedy use is not a byproduct of declining imports. We also take into account the ability of some countries to manipulate their currency and demonstrate that the relationship between crisis and trade protection holds independent of exchange rate policies. Government decisions to impose costs on their trade partners by taking advantage of their legal right to use flexibility measures are driven not only by the domestic situation but also by circumstances abroad. This can give rise to an individual incentive for strategic self-restraint toward trade partners in similar economic trouble. Under conditions of widespread crisis, government leaders fear the repercussions that their own use of trade protection may have on the behavior of trade partners at a time when they cannot afford the economic cost of a trade war. Institutions provide monitoring and a venue for leader interaction that facilitates coordination among states. Here the key function is to reinforce expectations that any move to protect industries will trigger similar moves in other countries. Such coordination often draws on shared historical analogies, such as the Smoot–Hawley lesson, which form a focal point to shape beliefs about appropriate state behavior. Much of the literature has focused on the more visible action of legal enforcement through dispute settlement, but this only captures part of the story. Our research suggests that tools of informal governance such as leader pledges, guidance from the Director General, trade policy reviews, and plenary meetings play a real role within the trade regime. In the absence of sufficiently stringent rules over flexibility measures, compliance alone is insufficient during a global economic crisis. These circumstances trigger informal mechanisms that complement legal rules to support cooperation. During widespread crisis, legal enforcement would be inadequate, and informal governance helps to bolster the system. Informal coordination is by nature difficult to observe, and we are unable to directly measure this process. Instead, we examine the variation in responses across crises of varying severity, within the context of the same formal setting of the WTO. Yet by focusing on discretionary tools of protection—trade remedies and tariff hikes within the bound rate—we can offer conclusions about how systemic crises shape country restraint independent of formal institutional constraints. Insofar as institutions are generating such restraint, we offer that it is by facilitating informal coordination, since all these instruments of trade protection fall within the letter of the law. Future research should explore trade policy at the micro level to identify which pathway is the most important for coordination. Research at a more macro-historical scope could compare how countries respond to crises under fundamentally different institutional contexts. In sum, the determinants of protection include economic downturns not only at home but also abroad. Rather than reinforcing pressure for protection, pervasive crisis in the global economy is shown to generate countervailing pressure for restraint in response to domestic crisis. In some cases, hard times bring more, not less, international cooperation.

### 1nc – china

#### No violent China rise---it isn’t a threat to the LIO.

Koh King Kee 20. President, Centre for New Inclusive Asia (CNIA). Associate Fellow, Institute of China Studies, University of Malaya. “China’s Rise Is No Threat to the Liberal International Order “ China Focus. 01-22-2020. http://www.cnfocus.com/china-s-rise-is-no-threat-to-the-liberal-international-order/

China has given the world a sterling report card for its economic reform over the last four decades. Its achievements have won admirations and applauses across the world, from men on the street to political elites. Its success stories are inspirations to leaders of the emerging economies who see in China an alternative development model, a growth path that is strikingly different from the conventional economic text. But its meteoric rise has also **stirred concerns and fears in the West**. To the advocates of Western democracy, China is a centralized authoritarian regime, the rise of which is a threat to the liberal international order. Particularly, America views China as a revisionist power that poses an imminent challenge to its global hegemony. In a radio interview last year, U.S. Secretary of State Mike Pompeo alleged that China is “buying an empire” with its Belt and Road Initiative, and America intends to “oppose them at every turn”. **Are such allegations justified** or misguided? What sets China’s political system apart from the rest of the world? China’s centralized system is rooted in its history “The Chinese tradition of order imposed by a centralized system” is “a pattern that goes back at least 3,500 years”, says Newt Gingrich, former US House Speaker in his newly published book “Trump Vs China: Facing America’s Greatest Threat”. Newt Gingrich, a harsh critic of the Communist Party of China (CPC) has no empathy for China. However, he is right in pointing out that China’s political system under CPC is rooted in thousands of years of its history, a system that is inextricably embedded in its millennial-old civilization. Centralization has been China’s mainstream political philosophy spanning from the ancient dynasties to modern days. China has remained a unified nation after Qinshihuang’s conquest of the Warring States more than 2,000 years ago despite the rise and fall of the dynasties, thanks to the centralized system. It glues the immense territory together and prevents China from falling into the fate of Europe – disintegration into small nation states. China’s centralized system of governance is run based on meritocracy – a key tenet of Confucianism, which is the **bedrock of Chinese civilization**. “When the Great Principle prevails, the world belongs to all, rulers are selected according to their wisdom and ability (⼤道之⾏也，天下为公，选贤与能),” said Confucius. In ancient China, talents were picked based on the principle of meritocracy through an open imperial examination system to serve the ruler of the day. Likewise, in present day China, leaders are selected after they have passed through tiers of ability and loyalty mill tests. Centralization and meritocracy are the foundation of Chinese polity. Despite regime change, they have remained China’s unchanged statecraft throughout its history. CCP’s consultative democracy is, in fact, a blend of centralization and meritocracy. Advantages of China’s political system Many factors have contributed to China’s startling economic rise. Free trade and globalization are unequivocally important drivers. However, many countries with a huge population or immense territory such as India, Russia and Indonesia have not been able to achieve the same economic growth as that of China, even though the same international environment and opportunities were availed to them. Many political pundits and economists have failed to recognize that what sets China apart from others in its development path is, in fact, its unique political system. China’s centralized CPC-led system has obvious advantages over electoral democracy as it allows the government to formulate long-term economic development plans for the country as opposed to focusing on short term populist policies for voters’ satisfaction. It is not uncommon for a new government to reverse development policies of the previous regime due to different ideologies in a parliamentary democracy. Meritocracy and political stability enhance government efficiency and accountability. China is well acknowledged for its high efficiency in delivering mega infrastructure projects. It builds highways, railways, bridges, dams, power plants, airports and other infrastructure projects in record time, now come to know as “China Speed”. Typically, a HSR project in China takes about 4 years to complete irrespective of its size, whilst in other countries, a similar project may take up to a decade to build. “China Speed” speeds up China’s economic growth as infrastructure is not only the prerequisite, but also the catalyst for economic development. BRI – a platform for international cooperation China’s Belt and Road Initiative (BRI) is the biggest infrastructure built out in the history of mankind. It is a mammoth transcontinental development project that aims to build connectivity across the Eurasian landmass based on the principles of mutual consultation, joint contribution and shared benefits. “China will actively promote international cooperation through the Belt and Road Initiative. In doing so, we hope to achieve policy, infrastructure, trade, financial, and people-to-people connectivity and thus build a new platform for international co-operation to create new drivers of shared development,” said President Xi Jinping at the 19th CPC National Congress. Sound infrastructures are the prerequisite for economic development. According to ADB’s estimate, Asia alone requires $26 trillion of infrastructure investment from 2016 to 2030 in order to maintain its growth momentum, eradicate poverty and respond to climate change. China is well positioned to contribute to the global infrastructure investment needs in view of its technology and expertise in building infrastructure projects, coupled with its huge pool of foreign reserves. To deepen its reform, China must move up the global value chain, migrate its low technology industries and alleviate its excess industrial capacities by opening-up new markets. BRI connects China’s landlocked northwest provinces to the world with overland highways and railways. It opens a safe passageway to the Indian Ocean through the China-Pakistan Economic Corridor. BRI is thus a **win-win transnational development project** benefiting China and the partner countries. However, in the eyes of Washington, BRI is China’s grand strategy to project its global influence and a challenge to America’s world supremacy. Washington accused China of coercive economic diplomacy by indiscriminate lending to developing countries with poor repayment ability, eventually seizing the strategic assets of the recipients when they failed to repay the loans – a scheme propagated by the West as “debt trap”. China is developing through interaction with the world China is a member of the global village. It is developing through interactions with the world. “China has been seeking development with its door open. China has **embraced the world**, learned from the world, and contributed to the world, **through positive interaction** and shared development.” China sums up its relationship with the world in “ China and the World in the New Era”, a White Paper commemorating the 70th Anniversary of the founding of the People’s Republic of China. China promotes interconnected development and **benefits from the existing international order.** It advocates **free trade and multilateralism.** When China started its reform and opening-up to the world, the West cast a mould, expecting China to grow accordingly. However, China took a path not traversed by others – a mixed economy under the centralized authoritarian system, or as CPC puts it, Socialism with Chinese Characteristics. It is a system rooted in thousands of years of its history and civilization, a development model that suits China and produces an economic miracle never seen in human history. The Belt and Road Initiative is China’s mega initiative for globalization **aiming at win-win outcome.** It is China’s offer of public goods to the world as an emerging economic superpower, a manifestation of its age-old philosophy, “When you are rich, share your wealth with the world (达则兼济天下）.” China is now the second largest economy and top trading nation in the world, contributing about 30 percent to global growth. Inevitably, the international order should reflect the new economic dynamics of the 21st century. While China’s economic achievements offer valuable lessons to the world, it has no messianic aspirations. As President Xi Jinping has categorically said, “We will not import other countries’ models, and will not export the China model.” China’s growth is being realized within the existing international order. China has **no reason to sabotage** it nor the intention to supplant America’s global preeminence. **China’s rise is no threat to the liberal international order!**

#### China tech fears are unfounded---they can’t catch up.

Fred Hu 18, economist and chairman of Primavera Capital Group, 8-22-2018, "The U.S. Is Overly Paranoid About China’S Tech Rise," Washington Post, https://www.washingtonpost.com/news/theworldpost/wp/2018/08/22/us-china-3/?utm\_term=.ed8dd0d27f82

But much of the fear over China’s technological rise is unfounded. Fundamentally, China is like most emerging economies around the world: still trying hard to close the enormous technological gap with advanced economies led by America. China has undoubtedly made more progress than many of its developing peers in that race. Its tech industries have grown at a faster pace and achieved a global scale beyond those of most developing countries. In a broad range of manufacturing sectors — notably consumer electronics, steel, ship building, high-speed rail systems and solar panels — China has established itself as the world’s leading producer. In areas such as consumer Internet and financial technology, it has arguably overtaken even the United States and now leads the rest of the world. Yet China hawks such as Robert Lighthizer and Peter Navarro charge that whatever progress China has made on the tech front is due to the country’s blatant theft of U.S. technology. Considering the enormous investments China has made in science and technology over recent decades, such claims do not hold water. China has devoted vast resources to research and development — $409 billion in 2015 (21 percent of the global total), according to the U.S. National Science Foundation. China’s investment in research and development grew over 20 percent annually between 2000 and 2010 and almost 14 percent from 2010-2015. U.S. research and development hovered around 4 percent over the same period. For a country with an average per capita income a mere one-sixth of America’s, China’s research and development investments reflect a real and sustained national commitment. At the same time, China has vastly expanded and improved STEM education and has one of the largest pools of STEM graduates in the world. The devotion of significant resources to research and development and human capital has in turn enabled China to reap some of the early fruits of innovation. China now tops the world in new patent filings. As the first country to receive more than 1 million patent applications in a single year — a record the World Intellectual Property Organization said reflected “extraordinary” levels of innovation — China accounts for almost 40 percent of the global total and more than that of the United States, Japan and South Korea combined. China has also significantly boosted venture capital investment, which supports the commercialization of emerging technologies. While the United States attracts the most investment worldwide (nearly $70 billion), venture capital investment in China rose from approximately $3 billion in 2013 to $34 billion in 2016, climbing from 5 percent to 27 percent of the global share — the fastest increase of any economy. China’s start-up ecosystem is both vast and vibrant; it has successfully incubated more tech unicorns than any other country except the United States. Too often, U.S. critics claim that Chinese industrial policies like Made in China 2025 are behind the country’s ascendancy in tech. In fact, virtually none of China’s leading tech firms, such as Alibaba, Baidu and Tencent, are state-owned or meaningful beneficiaries of state support. They are all founded and led by smart and risk-taking private entrepreneurs, just like their Silicon Valley brethren. Tellingly, many Chinese tech start-ups have received U.S. venture financing. And Chinese technology companies and venture firms have made significant investments in U.S. start-ups. Sadly, the virtuous two-way venture capital flows are now in jeopardy because of Washington’s growing paranoia about China. As impressive as China’s innovation and progress may be, however, it is premature to declare that China has caught up with the U.S. tech industry. Interventionist government bureaucracy, stodgy state-owned enterprises, a rigid school system and — above all — harsh restrictions on individual freedoms continue to stifle independent thinking and creativity and constrain China from realizing its full innovation potential. While China is well positioned to succeed in “strategic” industries such as semiconductors, pharmaceuticals and commercial aircraft due to its vast pool of engineering talent and the size of its domestic market, so far it has remained a laggard. China has failed to develop an indigenous chip industry despite a state-led drive to do so, with tens of billions spent over the past four decades. Despite its status as the “world’s factory,” making everything from cell phones and laptops to numerous other devices, China continues to import 90 percent of its microchips from foreign countries, predominantly from the United States. That is why the U.S. threat to cut off critical chip supply to ZTE, a Chinese telecom equipment firm, has been dubbed the “Sputnik moment” in China: a sober reminder of China’s continued weaknesses in critical technologies. While China has made spectacular progress on the tech front, the United States remains the undisputed global leader in science and technology. The United States holds most of the world’s leading research universities; it deploys the highest amounts of both public and private funding in research and development; attracts the most venture capital; awards the most advanced degrees; provides the most advanced business, financial and information services and is the largest producer in knowledge-intensive, high-tech sectors, from pharmaceuticals to semiconductors. The fear that China will displace the United States as the global tech superpower is grossly exaggerated. Unfortunately, such paranoia dominates the minds of protectionist U.S. politicians and China hawks and has already amplified a destructive trade war between the world’s two largest economies. For China’s part, its soul-searching is overdue. Beijing should resist the prevalent yet ill-justified self-complacency and triumphalism that contributed to the fear in Washington in the first place, and it should make serious efforts to reform and open its domestic economy. Unless Beijing amends its heavy-handed statist approach to economic development, China’s potential as a leading nation in science and technology could be seriously curtailed.

### 1NC---AT: Digital Authoritarianism

#### Alt causes to digital authoritarianism – biometric, facial recognition technology, blood and audio sampling, etc. – plan doesn’t solve.

#### Plan doesn’t solve digital authoritarianism.

Casey Newton 18, Silicon Valley Editor, 11-1-2018, "Internet freedom continues to decline around the world, a new report says," Verge, https://www.theverge.com/2018/11/1/18050394/internet-freedom-report-2018-freedom-house-chertoff

Digital authoritarianism is on the rise, according to a new report from a group that monitors internet freedoms. Freedom House, a pro-democracy think tank, said today that governments are seeking more control over users’ data while also using laws nominally intended to address “fake news” to suppress dissent. It marked the eighth consecutive year that Freedom House found a decline in online freedoms around the world. “The clear emergent theme in this report is the growing recognition that the internet, once seen as a liberating technology, is increasingly being used to disrupt democracies as opposed to destabilizing dictatorships,” said Mike Abramowitz, president of Freedom House, in a call with reporters. “Propaganda and disinformation are increasingly poisoning the digital sphere, and authoritarians and populists are using the fight against fake news as a pretext to jail prominent journalists and social media critics, often through laws that criminalize the spread of false information.” In the United States, internet freedom declined in 2018 due to the Federal Communications Commission’s repeal of net neutrality rules. Other countries fared much worse — 17 out of 65 surveyed had adopted laws restricting online media. Of those, 13 prosecuted citizens for allegedly spreading false information. And more countries are accepting training and technology from China, which Freedom House describes as an effort to export a system of censorship and surveillance around the world. “PROPAGANDA AND DISINFORMATION ARE INCREASINGLY POISONING THE DIGITAL SPHERE, AND AUTHORITARIANS AND POPULISTS ARE USING THE FIGHT AGAINST FAKE NEWS AS A PRETEXT TO JAIL PROMINENT JOURNALISTS.” Of course, there are tradeoffs between freedom and security. The report is critical of Sri Lanka and India, which have periodically shut down or limited access to the internet in response to the outbreak of ethnic and religious conflict. In both cases, citizens were being murdered by mobs that had encountered misinformation spread through social media. “Cutting off internet service is a draconian response, particularly at a time when citizens may need it the most, whether to dispel rumors, check in with loved ones, or avoid dangerous areas,” said Adrian Shahbaz, research director for technology and democracy. “While deliberately falsified content is a genuine problem, some governments are increasingly using ‘fake news’ as a pretense to consolidate their control over information and suppress dissent.” The report also found: Governments in 18 countries increased state surveillance between June 2017 and now, with 15 considering new “data protection” laws, which can require companies to store user data locally and potentially make it easier for governments to access. Governments in 32 countries used paid commentators, bots, and trolls in an effort to manipulate online conversations. WhatsApp and other closed messaging apps are becoming more popular targets for manipulation, the authors write.

### 1nc – democracy

#### Democracy doesn’t solve war – increases hostility.

Sam GHATAK ET AL. 17. \*\*Lecturer, Political Science, University of Tennessee Knoxville. \*\*Aaron Gold, PhD Student, Political Science, UT Knoxville. \*\*Brandon C. Prins, Professor and Director of Graduate Studies, UT Knoxville. “External threat and the limits of democratic pacifism.” *Conflict Management and Peace Science* 34(2): 141-59. Emory Libraries.

Conclusion

It has become a stylized fact that dyadic democracy lowers the hazard of armed conflict. While the Democratic Peace has faced many challenges, we believe the most significant challenge has come from the argument that the pacifying effect of democracy is epiphenomenal to territorial issues, specifically the external threats that they pose. This argument sees the lower hazards of armed conflict among democracies not as a product of shared norms or institutional structures, but as a result of settled borders. Territory, though, remains only one geo-political context generating threat, insecurity, and a higher likelihood of armed conflict. Strategic rivalry also serves as an environment associated with fear, a lack of trust, and an expectation of future conflict. Efforts to assess democratic pacifism have largely ignored rivalry as a context conditioning the behavior of democratic leaders. To be sure, research demonstrates rivals to have higher probabilities of armed conflict and democracies rarely to be rivals. But fundamental to the Democratic Peace is the notion that even in the face of difficult security challenges and salient issues, dyadic democracy will associate with a lower likelihood of militarized aggression. But the presence of an external threat, be that threat disputed territory or strategic rivalry, may be the key mechanism by which democratic leaders, owing to audience costs, resolve and electoral pressures, fail to resolve problems nonviolently.

This study has sought a ‘‘hard test’’ of the Democratic Peace by testing the conditional effects of joint democracy on armed conflict when external threat is present. We test three measures of threat: territorial contention, strategic rivalry, and a threat index that sums the first two measures. For robustness checks, we use two additional measures of our dependent variable: fatal MID onset, and event data from the Armed Conflict Database, which can be found in our Online Appendix. As most studies report, democratic dyads are associated with less armed conflict than mixed-regime and autocratic dyads. In every one of our models, when we control for each measure of external threat, joint democracy is strongly negative and significant and each measure of threat is strongly positive and significant. Here, liberal institutions maintain their pacific ability and external threats clearly increase conflict propensities. However, when we test the interactive relationship between democracy and our measures of external threat, the pacifying effect of democracy is less visible. Park and James (2015) find some evidence that when faced with an external threat in the form of territorial contention, the pacifying effect of joint democracy holds up. This study does not fully support the claims of Park and James (2015). Using a longer timeframe, we find more consistent evidence that when faced with an external threat, be it territorial contention, strategic rivalry, or a combination, democratic pacifism does not survive. What are the implications of our study? First, while it is clear that we do not observe a large amount of armed conflict among democratic states, if we organize interstate relationships along a continuum from highly hostile to highly friendly, we are probably observing what Goertz et al. (2016) and Owsiak et al. (2016) refer to as ‘‘lesser rivalries’’ in which ‘‘both the frequency and severity of violent interaction decline. Yet, the sentiments of threat, enmity, and competition that remain—along with the persistence of unresolved issues—mean that lesser rivalries still experience isolated violent episodes (e.g., militarized interstate disputes), diplomatic hostility, and non-violent crises’’ (Owsiak et al. 16). Second, our findings show that the pacific benefits of liberal institutions or externalized norms are not always able to lower the likelihood of armed conflict when faced with external threats, whether those hazards are disputed territory, strategic rivalry, or a combination of the two. The structural environment clearly influences democratic leaders in their foreign policy actions more than has heretofore been appreciated. Audience costs, resolve, and electoral pressures, produced from external threats, are powerful forces that are present even in jointly democratic relationships. These forces make it difficult for leaders to trust one another, which inhibits conflict resolution and facilitates persistent hostility. It does appear, then, that there is a limit to the Democratic Peace.

### 1NC – Court Clog

#### Platform utilities approach empowers tech giants to sue, clogs the courts

Herbert Hovenkamp et al., 19. Hovenkamp is the James G. Dinan University Professor at the University of Pennsylvania Law School and the Wharton School of the University of Pennsylvania. Hemant Bhargava is an academic leader in economic modeling and analysis of technology-based business and markets. Also William Kovacic. "Why Breaking Up Big Tech Could Do More Harm Than Good," Knowledge@Wharton, University of Pennsylvania. 03-26-2019. https://knowledge.wharton.upenn.edu/article/why-breaking-up-big-tech-could-do-more-harm-than-good/

Warren’s Two-pronged Strategy

In her proposal to break up Big Tech, Warren has put forward two ways of curbing their market power. One is to mandate that companies with revenues of at least $25 billion and that offer an online marketplace or platform to the public would be designated as ‘platform utilities.’ As such, they can’t participate on the platform since they could give themselves an advantage. But this rule not only requires a new statute, it could be harmful to consumers, experts said. Imagine if Amazon could not sell its Amazon Basics-branded products on its own site. Take household batteries, which Amazon Basics sells for 10% to 50% less than branded rivals, Hovenkamp said. By banning Amazon Basics, consumers would pay higher prices for Duracell batteries, which is owned by Berkshire Hathaway, a behemoth. Or shoppers could buy Energizer, Rayovac and Eveready batteries, whose parent is a “very large battery company,” he said. Hovenkamp noted that name-brand batteries have markups in excess of 50% or 60%. Warren’s second idea is to appoint regulators who would reverse “illegal and anti-competitive” tech mergers such as Amazon’s deal with Whole Foods and Zappos, Facebook’s WhatsApp and Instagram purchase and Google’s Waze, Nest and DoubleClick acquisitions. The idea “has some real merit at a particular level,” Hovenkamp said. “A case is to be made that some of these independent firms that the large platforms have acquired could have developed into rivals.” “It is a long, long way … to put all of these measures in place.”–William Kovacic But Bhargava said restricting big tech companies from buying smaller startups can be harmful. For many startups, the initial, say, $100 million they get from venture capitalists is given with the expectation that they will be bought by a Google or Facebook. “For many of these firms, the only way out is to get acquired by these big tech companies,” he said. “If you somehow tell them that is not going to happen, then they may never reach the point of developing that ambitious product.” Moreover, unwinding the transactions cited above would be “an extraordinarily difficult undertaking. Not impossible, but you are going to have to go into a federal court and explain a theory of competitive harm,” Kovacic said. The tech giants would sue, and it would be tough for regulators to win in court. “The U.S. jurisprudence allows you to provide evidence of consumer benefits, and to emphasize those benefits.”

## Adv 2

### 1nc---misinfo

#### Content moderation is impossible.

Peter Suciu, 21. Contributor to Forbes. "Spotting Misinformation On Social Media Is Increasingly Challenging". Forbes. 8-2-2021. https://www.forbes.com/sites/petersuciu/2021/08/02/spotting-misinformation-on-social-media-is-increasingly-challenging/

Whether it is about the presidential election, climate change, or Covid-19 vaccines and the delta variant, misinformation continues to spread rampantly across social media. According to a Pew Research Service study from January, more than eight-in-ten U.S. adults (86 percent) said they get their news from a smartphone. It is easy to see why misinformation continues to spread. While we may expect, even demand that the social platforms crack down on misinformation, there is little likelihood that Facebook, Twitter or YouTube will ever stamp out it. One reason is that it would take full-time policing of virtually all content, but then there is also the fact that these platforms depend on continued use. Simply put, misinformation gets clicks. We see so much misinformation because the platforms have no real interest in deterring it," explained technology and telecommunications analyst Roger Entner of Recon Analytics. "It is really easy and free to join the platform, there is no profit in deleting the misinformation and preventing provocateurs to post it," Entner warned. "Actually, the platforms profit from it because the more outrageous the content the more people interact with it – this type of 'engagement' is what the platforms are looking for; people reacting to things. It doesn't matter if it's true or false as long as they engage," Entner added. "There is also no downside in the anonymous multimedia world, but even when high profile people spread lies, there are no repercussions. Everything gets sacrificed on the altar of monetization through engagement." Spotting Not Stopping The Misinformation Since it can't – and likely won't– be stopped, then the best course of action is spotting it. This may not be as easy as it sounds, because misinformation is often presented as news and/or fact. In some cases, it can be wrong by misunderstanding, whilst in other cases it is misleading by design "Bad information comes in two flavors, unintentional and intentional. The latter, intentional disinformation, is far more dangerous," said William V. Pelfrey, Jr., Ph.D., professor in the [Wilder School of Government and Public Affairs at Virginia Commonwealth University](https://onlinewilder.vcu.edu/). "There are many persons who purposefully distribute inaccurate information in an attempt to influence outcomes, such as an election," said Pelfrey. "Undermining social confidence during a time of Covid can disrupt the economy, influence employment, and negatively impact public health. Some countries, including Russia and China, have sophisticated disinformation organizations, which work hard to undermine the United States, thereby elevating other countries." Who to believe becomes a problem, too, when there is rampant contradictory information. This has been made worse as the nation is so deeply divided, and trust of the "other side" is at an all-time low.

#### Cable channels are an alt cause.

Joshua Braun, 21. Associate Professor of Journalism, University of Massachusetts Amherst. "Misinformation-spewing cable companies come under scrutiny". Conversation. 2-25-2021. https://theconversation.com/misinformation-spewing-cable-companies-come-under-scrutiny-153704

Looking at political violence in the U.S., a New Jersey state legislator sent a text message to an executive of cable television giant Comcast: “[You feed this garbage, lies and all](https://view.newsletters.cnn.com/messages/16100821873563d3663112017/raw).” The cable channels Fox News and Newsmax were “complicit” in the Jan. 6 U.S. Capitol insurrection, the lawmaker, Assemblyman Paul Moriarty, said. Like other cable companies, Comcast brings those channels into American homes. What, Moriarty asked, was Comcast going to do about them in the wake of the assault on democracy? A few days later, Washington Post columnist Max Boot suggested Comcast might soon “[need to step in and kick Fox News off](https://www.washingtonpost.com/opinions/2021/01/18/trump-couldnt-have-incited-sedition-without-help-fox-news/),” as a consequence of its assistance to Trump’s incitement of insurrection. A similar suggestion by Democratic members of Congress [ignited considerable controversy](https://www.nytimes.com/2021/02/22/business/media/disinformation-cable-television.html) and became a subject of contention at a [subsequent hearing](https://energycommerce.house.gov/committee-activity/hearings/hearing-on-fanning-the-flames-disinformation-and-extremism-in-the-media) on “disinformation and extremism in the media.” [A CNN media reporter, Oliver Darcy, observed](https://view.newsletters.cnn.com/messages/16100821873563d3663112017/raw) that Facebook, Twitter and Google have faced significant pressure to curb disinformation on their platforms – especially since Jan. 6. But, Darcy said, “somehow [cable providers] have escaped scrutiny and entirely dodged this conversation,” even though they are also “lending their platforms to dishonest companies that profit off of disinformation and conspiracy theories.” As a [researcher](https://scholar.google.com/citations?user=W1Bpy_cAAAAJ&hl=en&oi=ao) who studies both television news distribution and how profit motivates the spread of falsehoods, I’m curious about whether it’s feasible – or wise – for cable companies to play moderator to the channels they carry. A parallel between TV and online services Since Jan. 6, social media companies have cracked down hard on disinformation campaigns, including [cutting off President Donald Trump’s Twitter account](https://www.nytimes.com/2021/01/16/technology/twitter-donald-trump-jack-dorsey.html). Amazon, Google and Apple also [sharply reduced the reach of the Parler social network](https://www.cnbc.com/2021/01/16/how-parler-deplatforming-shows-power-of-cloud-providers.html) when that platform refused to remove posts apparently aimed at inciting violence – though Parler has since come back online. But disinformation is not happening online only. Fox News has increasingly come under fire for on-air staff and guests who hawk right-wing conspiracy theories, including [spinning lies](https://www.msn.com/en-us/news/politics/fox-news-faces-dollar27-billion-lawsuit-over-voting-machine-fraud-claims/ar-BB1doGXb) that voting machines somehow stole the 2020 presidential election for Joe Biden. Fox is [facing a multibillion-dollar lawsuit](https://www.cnn.com/2021/02/04/media/read-smartmatic-lawsuit-fox-news/index.html) about those false claims. The company also recently [paid at least US$10 million](https://www.yahoo.com/lifestyle/fox-paid-seven-figures-to-settle-lawsuit-over-bogus-seth-rich-conspiracy-story-003236858.html) to settle a lawsuit from the family of a murdered Democratic National Committee staffer over falsely alleging the killing was part of a left-wing plot. What’s next for Fox News? Amid the [threat of continued political violence](https://www.chicagotribune.com/nation-world/ct-nw-domestic-terrorism-alert-20210127-rzq62ds25vhw3jopfmkqkbxsf4-story.html), Fox News appears poised to further “[turn up the outrage dial](https://www.motherjones.com/kevin-drum/2021/01/fox-news-decides-to-turn-up-the-outrage/)” on television. In recent months, the channel has [lost viewers to even farther-right alternatives](https://www.washingtonpost.com/politics/2020/12/08/newsmax-one-america-news-gain-prominence-they-push-trumps-baseless-theories/), like Newsmax and One America News Network, and is responding by [firing traditional journalists](https://news.yahoo.com/fox-news-launches-purge-rid-211350787.html) and [increasing the amount of partisan commentary it offers](https://www.latimes.com/entertainment-arts/business/story/2021-01-11/fox-news-changes-daytime-schedule-martha-maccallum-afternoon). Comcast, with [20 million subscribers](https://www.statista.com/statistics/497279/comcast-number-video-subscribers-usa/), represents [roughly a quarter of the pay TV market in the U.S.](https://www.statista.com/statistics/251691/comcasts-pay-tv-market-share/), so it might seem Comcast has considerable leverage over Fox News’s content. But Comcast isn’t just a content distributor through its cable network. The company also owns a [huge swath of American media companies](https://www.nasdaq.com/articles/your-complete-guide-everything-owned-comcast-2017-10-12), including Fox News’ direct competitors, [MSNBC and CNBC](https://www.forbes.com/sites/bradadgate/2021/02/03/in-january-2021-fox-news-ratings-fell-behind-cnn-and-msnbc/). Even if Comcast felt an obligation to lean on Fox, any significant pressure it might seek to apply could easily be met not just with customer complaints, but with legal challenges claiming anti-competitive behavior, particularly if this included threats of kicking Fox off its platform.

### 1NC---No Cyberattacks

#### No catastrophic cyberattacks---25 years of empirics prove they stay low-level and non-escalatory.

Lewis 20---senior vice president and director of the Technology Policy Program at the Center for Strategic and International Studies). Lewis, James. 2020. “Dismissing Cyber Catastrophe.” Center for Strategic & International Studies. August 17, 2020. https://www.csis.org/analysis/dismissing-cyber-catastrophe.

A catastrophic cyberattack was first predicted in the mid-1990s. Since then, predictions of a catastrophe have appeared regularly and have entered the popular consciousness. As a trope, a cyber catastrophe captures our imagination, but as analysis, it remains entirely imaginary and is of dubious value as a basis for policymaking. There has never been a catastrophic cyberattack. To qualify as a catastrophe, an event must produce damaging mass effect, including casualties and destruction. The fires that swept across California last summer were a catastrophe. Covid-19 has been a catastrophe, especially in countries with inadequate responses. With man-made actions, however, a catastrophe is harder to produce than it may seem, and for cyberattacks a catastrophe requires organizational and technical skills most actors still do not possess. It requires planning, reconnaissance to find vulnerabilities, and then acquiring or building attack tools—things that require resources and experience. To achieve mass effect, either a few central targets (like an electrical grid) need to be hit or multiple targets would have to be hit simultaneously (as is the case with urban water systems), something that is itself an operational challenge. It is easier to imagine a catastrophe than to produce it. The 2003 East Coast blackout is the archetype for an attack on the U.S. electrical grid. No one died in this blackout, and services were restored in a few days. As electric production is digitized, vulnerability increases, but many electrical companies have made cybersecurity a priority. Similarly, at water treatment plants, the chemicals used to purify water are controlled in ways that make mass releases difficult. In any case, it would take a massive amount of chemicals to poison large rivers or lakes, more than most companies keep on hand, and any release would quickly be diluted. More importantly, there are powerful strategic constraints on those who have the ability to launch catastrophe attacks. We have more than two decades of experience with the use of cyber techniques and operations for coercive and criminal purposes and have a clear understanding of motives, capabilities, and intentions. We can be guided by the methods of the Strategic Bombing Survey, which used interviews and observation (rather than hypotheses) to determine effect. These methods apply equally to cyberattacks. The conclusions we can draw from this are: Nonstate actors and most states lack the capability to launch attacks that cause physical damage at any level, much less a catastrophe. There have been regular predictions every year for over a decade that nonstate actors will acquire these high-end cyber capabilities in two or three years in what has become a cycle of repetition. The monetary return is negligible, which dissuades the skilled cybercriminals (mostly Russian speaking) who might have the necessary skills. One mystery is why these groups have not been used as mercenaries, and this may reflect either a degree of control by the Russian state (if it has forbidden mercenary acts) or a degree of caution by criminals. There is enough uncertainty among potential attackers about the United States’ ability to attribute that they are unwilling to risk massive retaliation in response to a catastrophic attack. (They are perfectly willing to take the risk of attribution for espionage and coercive cyber actions.) No one has ever died from a cyberattack, and only a handful of these attacks have produced physical damage. A cyberattack is not a nuclear weapon, and it is intellectually lazy to equate them to nuclear weapons. Using a tactical nuclear weapon against an urban center would produce several hundred thousand casualties, while a strategic nuclear exchange would cause tens of millions of casualties and immense physical destruction. These are catastrophes that some hack cannot duplicate. The shadow of nuclear war distorts discussion of cyber warfare. State use of cyber operations is consistent with their broad national strategies and interests. Their primary emphasis is on espionage and political coercion. The United States has opponents and is in conflict with them, but they have no interest in launching a catastrophic cyberattack since it would certainly produce an equally catastrophic retaliation. Their goal is to stay below the “use-of-force” threshold and undertake damaging cyber actions against the United States, not start a war. This has implications for the discussion of inadvertent escalation, something that has also never occurred. The concern over escalation deserves a longer discussion, as there are both technological and strategic constraints that shape and limit risk in cyber operations, and the absence of inadvertent escalation suggests a high degree of control for cyber capabilities by advanced states. Attackers, particularly among the United States’ major opponents for whom cyber is just one of the tools for confrontation, seek to avoid actions that could trigger escalation. The United States has two opponents (China and Russia) who are capable of damaging cyberattacks. Russia has demonstrated its attack skills on the Ukrainian power grid, but neither Russia nor China would be well served by a similar attack on the United States. Iran is improving and may reach the point where it could use cyberattacks to cause major damage, but it would only do so when it has decided to engage in a major armed conflict with the United States. Iran might attack targets outside the United States and its allies with less risk and continues to experiment with cyberattacks against Israeli critical infrastructure. North Korea has not yet developed this kind of capability. One major failing of catastrophe scenarios is that they discount the robustness and resilience of modern economies. These economies present multiple targets and configurations; they are harder to damage through cyberattack than they look, given the growing (albeit incomplete) attention to cybersecurity; and experience shows that people compensate for damage and quickly repair or rebuild. This was one of the counterintuitive lessons of the Strategic Bombing Survey. Pre-war planning assumed that civilian morale and production would crumple under aerial bombardment. In fact, the opposite occurred. Resistance hardened and production was restored.1 This is a short overview of why catastrophe is unlikely. Several longer CSIS reports go into the reasons in some detail. Past performance may not necessarily predict the future, but after 25 years without a single catastrophic cyberattack, we should invoke the concept cautiously, if at all. Why then, it is raised so often? Some of the explanation for the emphasis on cyber catastrophe is hortatory. When the author of one of the first reports (in the 1990s) to sound the alarm over cyber catastrophe was asked later why he had warned of a cyber Pearl Harbor when it was clear this was not going to happen, his reply was that he hoped to scare people into action. "Catastrophe is nigh; we must act" was possibly a reasonable strategy 22 years ago, but no longer. The resilience of historical events to remain culturally significant must be taken into account for an objective assessment of cyber warfare, and this will require the United States to discard some hypothetical scenarios. The long experience of living under the shadow of nuclear annihilation still shapes American thinking and conditions the United States to expect extreme outcomes. American thinking is also shaped by the experience of 9/11, a wrenching attack that caught the United States by surprise. Fears of another 9/11 reinforce the memory of nuclear war in driving the catastrophe trope, but when applied to cyberattack, these scenarios do not track with operational requirements or the nature of opponent strategy and planning. The contours of cyber warfare are emerging, but they are not always what we discuss. Better policy will require greater objectivity.

# 2NC – Navy R5

## Cap K

#### Counter Interpretation: Evaluate competing political imaginaries. The neg can test the aff’s consequences and ideological underpinnings.

#### 4 – The aff is utopian. Criticism is a prerequisite to formulating new solutions.

Paul Mason 7-17-15. Writer of Live Working or Die Fighting: How the Working Class Went Global and [PostCapitalism: A Guide to our Future](https://en.wikipedia.org/wiki/PostCapitalism:_A_Guide_to_our_Future). Culture and Digital Editor of Channel 4 News. Visiting Professor at the University of Wolverhampton. Bachelors in Music and Politics from the University of Sheffield. "The end of capitalism has begun," Guardian, https://www.theguardian.com/books/2015/jul/17/postcapitalism-end-of-capitalism-begun

The power of imagination will become critical. In an information society, no thought, debate or dream is wasted – whether conceived in a tent camp, prison cell or the table football space of a startup company. As with virtual manufacturing, in the transition to postcapitalism the work done at the design stage can reduce mistakes in the implementation stage. And the design of the postcapitalist world, as with software, can be modular. Different people can work on it in different places, at different speeds, with relative autonomy from each other. If I could summon one thing into existence for free it would be a global institution that modelled capitalism correctly: an open source model of the whole economy; official, grey and black. Every experiment run through it would enrich it; it would be open source and with as many datapoints as the most complex climate models. The main contradiction today is between the possibility of free, abundant goods and information; and a system of monopolies, banks and governments trying to keep things private, scarce and commercial. Everything comes down to the struggle between the network and the hierarchy: between old forms of society moulded around capitalism and new forms of society that prefigure what comes next. ... Is it utopian to believe we’re on the verge of an evolution beyond capitalism? We live in a world in which gay men and women can marry, and in which contraception has, within the space of 50 years, made the average working-class woman freer than the craziest libertine of the Bloomsbury era. Why do we, then, find it so hard to imagine economic freedom? It is the elites, cut off in their dark-limo world, whose project looks forlorn It is the elites – cut off in their dark-limo world – whose project looks as forlorn as that of the millennial sects of the 19th century. The democracy of riot squads, corrupt politicians, magnate-controlled newspapers and the surveillance state looks as phoney and fragile as East Germany did 30 years ago. All readings of human history have to allow for the possibility of a negative outcome. It haunts us in the zombie movie, the disaster movie, in the post-apocalytic wasteland of films such as [*The Road*](https://www.theguardian.com/film/movie/131971/road) or [*Elysium*](https://www.theguardian.com/film/2013/aug/22/elysium-review). But why should we not form a picture of the ideal life, built out of abundant information, non-hierarchical work and the dissociation of work from wages? Millions of people are beginning to realise they have been sold a dream at odds with what reality can deliver. Their response is anger – and retreat towards national forms of capitalism that can only tear the world apart. Watching these emerge, from the pro-Grexit left factions in Syriza to the [Front National](https://www.theguardian.com/world/marine-le-pen) and the isolationism of the American right has been like watching the nightmares we had during the [Lehman Brothers](https://www.theguardian.com/business/lehmanbrothers) crisis come true. We need more than just a bunch of utopian dreams and small-scale horizontal projects. We need a project based on reason, evidence and testable designs, that cuts with the grain of history and is sustainable by the planet. And we need to get on with it.

#### 5 – Invert your standard for solvency. That’s enough to vote neg, even if the alt solves nothing.

Eugene McCarraher 19. Associate Professor of Humanities at Villanova University, PhD in US Cultural and Intellectual History from Rutgers University; The Enchantments of Mammon: How Capitalism Became the Religion of Modernity, 11/12/19, p. 15-18

Words such as “paradise” or “love” or “communion” are certainly absent from our political vernacular, excluded on account of their “utopian” connotations or their lack of steely-eyed “realism.” Although this is a book about the past, I have always kept before me its larger contemporary religious, philosophical, and political implications. The book should make these clear enough; I will only say here that one of my broader intentions is to challenge the canons of “realism,” especially as defined in the “science” of economics. As the master science of desire in advanced capitalist nations, economics and its acolytes define the parameters of our moral and political imaginations, patrolling the boundaries of possibility and censoring any more generous conception of human affairs. Under the regime of neoliberalism, it has been the chief weapon in the arsenal of what David Graeber has characterized as “a war on the imagination,” a relentless assault on our capacity to envision an end to the despotism of money.24 Insistent, in Margaret Thatcher’s ominous ukase, that “there is no alternative” to capitalism, our corporate plutocracy has been busy imposing its own beatific vision on the world: the empire of capital, with an imperial aristocracy enriched by the labor of a fearful, overburdened, and cheerfully servile population of human resources. Every avenue of escape from accumulation and wage servitude must be closed, or better yet, rendered inconceivable; any map of the world that includes utopia must be burned before it can be glanced at. Better to follow Miller’s wisdom: we already inhabit paradise, and we can never make ourselves fit to live in it if we obey the avaricious and punitive sophistry professed in the dismal pseudoscience. The grotesque ontology of scarcity and money, the tawdry humanism of acquisitiveness and conflict, the reduction of rationality to the mercenary principles of pecuniary reason—this ensemble of falsehoods that comprise the foundation of economics must be resisted and supplanted. Economics must be challenged, not only as a sanction for injustice but also as a specious portrayal of human beings and a fictional account of their history. As a legion of anthropologists and historians have repeatedly demonstrated, economics, in Graeber’s forthright dismissal, has “little to do with anything we observe when we examine how economic life is actually conducted.” From its historically illiterate “myth of barter” to its shabby and degrading claims about human nature, economics is not just a dismal but a fundamentally fraudulent science as well, akin, as Ruskin wrote in Unto This Last, to “alchemy, astrology, witchcraft, and other such popular creeds.”25 Ruskin’s courageous and bracing indictment of economics arose from his Romantic imagination, and this book partakes unashamedly of his sacramental Romanticism. “Imagination” was, to the Romantics, primarily a form of vision, a mode of realism, an insight into the nature of reality that was irreducible to, but not contradictory of, the knowledge provided by scientific investigation. Romantic social criticism did not claim the imprimatur of science as did Marxism and other modern social theories, yet the Romantic lineage of opposition to “disenchantment” and capitalism has proved to be more resilient and humane than Marxism, “progressivism,” or social democracy. Indeed, it is more urgently relevant to a world hurtling ever faster to barbarism and ecological calamity. I wrote this book in part out of a belief that many on the “left” continue to share far too much with their antagonists: an ideology of “progress” defined as unlimited economic growth and technological development, as well as an acceptance of the myth of disenchantment that underwrites the pursuit of such expansion. The Romantic antipathy to capitalism, mechanization, and disenchantment stemmed not from a facile and nostalgic desire to return to the past, but from a view that much of what passed for “progress” was in fact inimical to human flourishing: a specious productivity that required the acceptance of venality, injustice, and despoliation; a technological and organizational efficiency that entailed the industrialization of human beings; and the primacy of the production of goods over the cultivation and nurturance of men and women. This train of iniquities followed inevitably from the chauvinism of what William Blake called “single vision,” a blindness to the enormity of reality that led to a “Babylon builded in the waste.”26 Romantics redefined rather than rejected “realism” and “progress,” drawing on the premodern customs and traditions of peasants, artisans, and artists: craftsmanship, mutual aid, and a conception of property that harkened back to the medieval practices of “the commons.” Whether they believed in some traditional form of religion or translated it into secular idioms of enchantment, such as “art” or “beauty” or “organism,” Romantic anticapitalists tended to favor direct workers’ control of production; the restoration of a human scale in technics and social relations; a sensitivity to the natural world that precluded its reduction to mere instrumental value; and an apotheosis of pleasure in making sometimes referred to as poesis, a union of reason, imagination, and creativity, an ideal of labor as a poetry of everyday life, and a form of human divinity. In work free of alienation and toil, we receive “the reward of creation,” as William Morris described it through a character in News from Nowhere (1890), “the wages that God gets, as people might have said time agone.”27 Rendered gaudy and impoverished by the tyranny of economics and the enchantment of neoliberal capitalism, our sensibilities need replenishment from the sacramental imagination. As Americans begin to experience the initial stages of imperial sclerosis and decline, and as the advanced capitalist world in general discovers the reality of ecological limits, we may find in what Marx called the “prehistory” of our species a perennial and redemptive wisdom. We will not be saved by our money, our weapons, or our technological virtuosity; we might be rescued by the joyful and unprofitable pursuits of love, beauty, and contemplation. No doubt this will all seem foolish to the shamans and magicians of pecuniary enchantment. But there are more things in heaven and earth than are dreamt of on Wall Street or in Silicon Valley.

#### No Perm Do Both.

#### 3 – Any combination poisons the alt.

William Curran 16. Editor for the Antitrust Bulletin. Commitment and betrayal: Contradictions in American democracy, capitalism, and antitrust laws. Antitrust Bulletin. 2016. 61(2): 246

Scholars now link antitrust with distributional values. 11 Professor Anthony B. Atkinson wants antitrust to value the individual,1 12 recognizing as Hand did in Alcoa1 13 that "among the purposes of Congress in 1890 was a desire to put an end to great aggregations of capital because of the helplessness of the individual before them." 1 14 And it is the individual-rich and poor, but especially the poor-whom Atkinson wants to protect from the inequities of the marketplace.115 Atkinson sees as Senator John Sherman did in 1890 that the "problems that may disturb [the] social order ... none is more threatening than the inequality of condition of wealth, and opportunity that has grown within a single generation out of the concentration of capital into vast combinations to control production and trade to break down competition." 11 6 Sherman's and Hand's worries were certainly not Bork's. Hand said it best in Alcoa, "[W]e have been speaking only of the economic reasons which forbid monopoly ... [but] there are others, based upon the belief that great industrial consolidations are inherently undesirable, regardless of their economic results.",1 1 7 Bork-regardless of destructive results to democracy-would never find efficient economic results inherently undesirable. Bork would likely find democracy a "cornucopia of social values, all rather vague and undefined but infinitely attractive."iiS A definition that was surely meant to disparage, fails. What makes democracy attractive is its socially related values. 11 9 What makes it infinitely attractive are its regenerative capacities and potential for self-definition. 120 Bork blocked democracy's values so as not to tempt liberal judges. He worried needlessly. An antitrust solution to wealth's severe inequality is simply not plausible. 121 Antitrust has always been the heart of capitalism's ideology. 122 In truth, antitrust's distribution of wealth for the wealthy is more than ideology-it is heartless reality. So was Bork right? Are the fates of capitalism and antitrust intertwined? 123 And if antitrust were repealed? Professor Atkinson wants antitrust saved and used for citizens.124 But like Professors Stiglitz, Krugman, and Reich, he has fallen headfirst into antitrust's heartless ideological trap. And like the other three he would resurrect TR's trust-busting for the twenty-first century. Piketty avoids ideological traps. He learns the facts of history-unencumbered by ideologies like Bork's-and has an unobstructed vision 125 of the unequal and democratically destructive wealth of capitalism. Bork's antitrust is the wrong policy tool for a nation presumed to be dedicated to serving citizens equitably. 126

#### Links are DAs and mean they can’t solve the case.

#### 2 – China link – attempting to resuscitate competition inevitably turns into sabre rattling versus other plutarchies – causes war and turns case.

Cecilia Rikap 21. Professor of Economics and Coordinator of YSI States and Markets Working Group, Institute for New Economic Thinking. “The Interplays of the United States, China and their Intellectual Monopolies.” *Capitalism, Power and Innovation Intellectual Monopoly Capitalism Uncovered*. Routledge. 2021. 77-80.

As Strange (1996) anticipated, the decline of the state’s power vis-à-vis corporations can be partly explained by the acceleration of technological change, which tilts the scale in favour of corporations. As identified by Feenberg (2010, p. 5) “political democracy is largely overshadowed by the enormous power wielded by the masters of technical systems”. Indeed, we should consider that powerful intellectual monopolies pass over their home states in specific contexts or respects.11 With this in mind we reconceived core states as one of capitalism’s multiple powerful actors.

Beyond explicit confrontations, since intellectual monopolies organize and plan production and innovation networks taking place in different countries, they generate an overlap of political realms with sometimes contradictory rules and norms. Who oversees production and innovation inside the networks organized by intellectual monopolies? The latter or the different states where intellectual monopolies’ production or innovation networks are based? To whom subordinate firms and other organizations are accountable for their actions? Their state or the intellectual monopoly coordinating the network? The simple answer is both. The complicated part is to identify what happens when they are in contradiction, and what are the consequences of this complex set of power structures for workers and subordinated organizations.

Intellectual monopolies have replaced state functions as policymakers. An extreme example recently disclosed is Eric Schmidt, Alphabet’s former executive chairman, advising the US federal government while still managing Alphabet. He was the chair of the US Defense Innovation Board, which recommended the use of artificial intelligence to the US Department of Defense. He also chaired the National Security Commission on Artificial Intelligence which advises the US Congress on analogous topics (Klein, 2020).

The government’s threat over China is – at least to some extent – driven by US data-driven intellectual monopolies’ concern over Chinese rivals like Alibaba, Tencent and Huawei. The CEOs of Google, Amazon, Facebook and Apple made this clear in their testimonies in the 2020 US Congress Hearing. As a remedy, Schmidt had been pushing for more public investment in research related to artificial intelligence and tech-enabling infrastructure (such as 5G) (Klein, 2020). Furthermore, these data-driven intellectual monopolies make their own rules and norms for their digital republics and, to some degree, replace the role of states. Facebook’s founder and chief executive, Mark Zuckerberg, states it clearly

Every day, platforms like Facebook have to make trade-offs on important social values – between free expression and safety, privacy and law enforcement, and between creating open systems and locking down data.12

(Mark Zuckerberg, Feb 16, 2020)

And immediately afterwards, he advocates for more public regulations and informs that Facebook is working together with different governments to that end. A similar claim was raised by Sundar Pichai, arguing that artificial intelligence needs to be regulated.13

The division of power is not clear, given that corporate power and planning capacities go beyond national frontiers and beyond the capital they own. Overall, there is a legal vacuum in the reach of each state’s power and where the power of the intellectual monopoly controlling a portion of global production and innovation begins. This vacuum allows intellectual monopolies to expand their power and profits.

Another source of conflict between intellectual monopolies and core states concerns the relative absence of the usual benefits of being home to big corporations: employment generation and tax payments. Considering their earnings, global leading corporations do not generate in their home countries expected employment due to outsourcing and offshoring (of production and innovation), which is particularly the case of US and also European intellectual monopolies. This has contributed to the rise in inequalities in these regions. The consequent social distress put pressure on stringent regulations. In the US, we referred in Section 2.1 to the 2017 Tax and Jobs Act (Public Law 115-97), but changes have not been significant.

US intellectual monopolies are masters of tax avoidance. As we mentioned before, operations leading to lower tax bills and financialized profits are easier for companies with higher shares of intangible over tangible assets. Offshoring IPRs to countries where corporations are not required to pay taxes for their intellectual property is a mechanism frequently used to divert profits to tax havens (Bryan et al., 2017) (see Chapter 7 on Apple’s case). By the end of 2016, the top ten companies in terms of offshored savings were: Apple, Microsoft, Cisco, Oracle, Alphabet, Johnson & Johnson, Pfizer, Qualcomm, Amgen and Merck (Pozsar, 2018).

In China, whose global intellectual monopolies sprang from the sustained stimulus and protection of its state, the latter’s central planning capacity is starting to find limits vis-à-vis new intellectual monopolies. These corporations were not born as the chosen ones by the state, but still enjoyed the benefits of China’s protectionism. The recent case of Bytedance provides a good example. The company was spending its Chinese profits to expand its unprofitable business in the US when the US government banned its blockbuster TikTok app. Bytedance was not among Beijing’s favoured companies, among others, because of the difficulties in controlling the videos uploaded to TikTok (Yang, 2020). Regardless of the end of the story between TikTok, the US and Chinese governments and US intellectual monopolies as potential buyers for part of TikTok’s business, what the case put forward was a possible surge of clashes between emerging Chinese (data-driven) intellectual monopolies and their state. Indeed, in late 2020 the Chinese state delayed Ant Group’s IPO, followed by the introduction of antitrust regulation for digital companies.

Meanwhile, Europe remained focused on increasing regulations on foreign data-driven intellectual monopolies, including different accusations of excessive market power and unfair competition. Unlike previous stages in capitalism, Europe risks playing in the subordinate side, where the peripheries have historically been and generally remain. Germany’s fear of falling behind the US and China’s tech giants should also be read as a broader European concern to lag (far) behind those core economies.14 Overall, Europe and Japan are latecomers of the digital economy, and this space is being filled primarily by China, emerging as a digital technological power (UNCTAD, 2019). Moreover, with a drop of eight companies between March 2009 and December 2019, Europe’s share of global top 100 corporations in market capitalization fell from 27% to 15%. This drop was taken over by the US (PWC, 2020). Regulating the digital economy could thus be seen as Europe’s geopolitical rebalancing move.15

5 Final remarks

In this chapter, we argued that core states and certain corporations built a mutually beneficial relationship. We identified US and Chinese policies that contributed to the emergence and spread of global intellectual monopolies. Likewise, we elaborated on how these corporate leaders sustain and expand their respective countries’ geopolitical power. Nevertheless, we also addressed states’ concerns and the overall tensions of the juxtaposition of power between core states and intellectual monopolies.

The US state cannot afford to lose its intellectual monopolies since its global hegemon power significantly depends on those companies. Likewise, it cannot afford to let its intellectual monopolies be given their consequences for income and wealth concentration resulting in increasing social unrest. From the US state perspective, the technological war with China is necessary to remain the only superpower. Nevertheless, this conflict is also a powerful device to redirect public attention and blame – as it has always been the case of the United States – an “other” of the internal consequences of home (and global) capitalism.

Neither can the Chinese state afford to lose its alliance with its intellectual monopolies. Its national innovation system and geopolitical power are based on a strong partnership – although not without tensions – between China’s state and intellectual monopolies, the only ones challenging the US and its intellectual monopolies.

All in all, the US and Chinese states have benefited from their respective intellectual monopolies to build and reinforce their geopolitical power. Meanwhile, in the rest of the world, knowledge and data extractivisms are further expanding inequalities, diminishing social well-being and curtailing development opportunities (see Chapters 11–13). The resulting world scenario is a ticking bomb.

A missing piece in this puzzle that will be addressed in future research concerns integrating international organizations to our analysis, seeking to understand how intellectual monopolies influence them and their role as arenas of core states’ contest for global hegemony. Let us just point out that each time the US withdraws from international coordination, China moves forward. Remarkably, during Trump’s administration, the US withdrew from international treaties and organizations, putting into question its historical openness. A possible interpretation could be that the hegemon fosters an open world economy but as far as it benefits from it.

To conclude, beyond the focus on the US and China, this chapter has also made self-evident that unfolding the interplay between state and corporate power is always context-dependent. While in some contexts the state rules over global leader corporations, the latter overcome even core states’ power in other contexts. As capitalism develops through the interplay of its powerful actors, it is not possible to anticipate concrete outcomes of such a multifaceted relationship. Neither can we anticipate the counter-hegemonic tendencies that, as Cox (1981) emphasized, generally emerge to oppose the state and world order structures of capitalism. The institutions that will lead the counter-offensive to intellectual monopoly capitalism remains to be seen.

#### 3 – Boom & Bust: Market competition inevitably creates economic busts and proves capitalism’s contradiction.

Alan Maass 21. Communications staff for Rutgers AAUP-AFT. Marxism Shows Us How Our Problems Are Connected. Jacobin. 1-5-2021. https://jacobinmag.com/2021/01/marxism-capital-socialism-capitalism-book-review

When Things Fall Apart

Marxist economics explains not only how capitalism works but why it regularly doesn’t — during the periodic economic busts that inevitably follow the booms. As Marx and Engels wrote:

Society suddenly finds itself put back into a state of momentary barbarism; it appears as if a famine, a universal war of devastation had cut off the supply of every means of subsistence; industry and commerce seem to be destroyed. And why? Because there is too much civilization, too much means of subsistence, too much industry, too much commerce.

Of course, in a world where billions go without enough food, there’s no such thing as “too much means of subsistence.” There’s only too much from the point of view of the capitalists — too much to sell their products at an acceptable profit.

Thier introduces the chapters on capitalist crisis by unpacking a long quotation from Engels that ends: “The contradiction between socialized production and capitalistic appropriation is reproduced as the antagonism between the organization of production in the single factory and the anarchy of production in society as a whole.”

Under capitalism, production within workplaces is generally highly regimented, but the economy as a whole is a free-for-all. Businesses make their investment decisions behind closed doors, each hoping to get a leg up on the competition — by introducing the most popular model, the new product, the next trend. Success means a greater share of the market and therefore more profits.

All the important questions for society as a whole — how much food should be produced, how many homes to build, what kind of drugs to research and manufacture, how to generate electricity — are decided by the free market.

In economic good times, success seems contagious. Companies make ambitious investments, produce more and more, and watch the money roll in. But when enough companies jump in, the market gets saturated, sales slump, debts grow, and the record profits start to sink. The effects spread from part of the economy to the next, as Thier explains, using the example of oil:

If refineries sit idle because there is an overproduction of oil, the workers are laid off, and the creditors, who financed the investment, are dragged down as well. But as future oil extraction and refining projects are pulled back, so too is demand for the raw materials (steel, concrete, plastics, electricity, etc.) and engineering necessary for the production of oil rigs, pipelines, and so on. The construction business and service and retail companies, which had benefited from the springing up of oil boomtowns, suffer as well.

Because of the complexity of the international capitalist economy, the boom-slump roller-coaster ride can look and feel different each time around. Thier devotes a chapter to analyzing the crash last time: the Great Recession of 2008–9. She explains why and how the parasitical realm of banking and finance was the detonator of this slump but looks beyond popular left explanations about “financialization” to reveal the underlying crisis of global overproduction.

Among Marxist economics writers, there are some disagreements about the details here, specifically about “which aspects of Marx’s writing — falling profitability, overproduction (or in some cases, underproduction), disproportionality among branches, the role of credit — are emphasized and how these pieces fit together,” Thier writes.

In her account, Thier tends to stress overproduction, to the disappointment of those who emphasize falling profit rates. This focus on overproduction crucially emphasizes how an organic mechanism of capitalism — inevitable in a system driven by exchange, exploitation, and competition — repeatedly causes crisis.

Regardless of their ideology or morality (or lack thereof), capitalists are inevitably driven to reduce costs, they inevitably see an advantage in producing more for less, and this inevitably leads to frantic overproduction that undermines profitability and ultimately slams the economy into reverse.

In other words, capitalism stops working not because of a mistake or failed policy, but because it’s been working the way it’s supposed to. As Thier writes:

Competition is the mainstay of capitalism. It can’t be made friendlier or softer because it requires an accumulation of capital at any cost, in order to get ahead or get left behind.… These same processes of accumulation necessarily lead to contradictions that threaten the very profits that capitalists seek. Every contradiction for capitalism is both a great hazard to our lives — since we are made to pay the price — and also an important crack in the system. Every periodic crisis is a potential point around which to organize.

#### 4 – Off-shoring: Domestic competition necessitates global consolidation and protectionism.

Jerry Kopf et al 13 . Professor of Economics, Radford University. Charles Vehorn, Professor of Economics, Radford University. Joel Carnevale, Professor of Economics, Syracuse University. “Emerging Oligopolies in Global Markets: Was Marx Ahead of His Time?” Journal of Management Policy and Practice 14(3): 96-98. <http://www.m.www.na-businesspress.com/JMPP/KopfJ_Web14_3_.pdf>

With firms branching out into global competition and countries lowering their trade barriers to promote such competition, the absence of effective global regulation once again raises Marx concerns. Because of strong federal governments, national governments were able to pass and enforce, through the uses of military or police force where necessary, laws that regulated externalities, such as pollution, and antitrust. At the moment there is no strong federal government at the global level and, therefore, no one to pass and enforce laws that effectively regulate externalities or antitrust. Epstein and Greve raise a Marx like concern, “when firms have international market power, one would expect them to behave as monopolists just like domestic firms with market power” (2004). Therefore, without any dominant form of regulatory governance, industry concentration could very well replicate what was seen in the late 19th century, though, globally instead of nationally. Carstensen & Farmer discusses this tendency towards M&A’s: The transformation of formerly regulated or noncompetitive industries to competition is closely linked with merger movements. The historical record demonstrates that once faced with competition, leading firms in these industries began to merge. This has been the pattern in airlines, banks, railroads, electric and gas utilities, health care and, with great prominence, telecommunications (2008). While some may argue that reaching that level of concentration is unlikely, one should consider current industries that hold a considerable global market share. “Although it may be more difficult to establish and maintain market power internationally, there is no reason to believe that it is impossible or, for that matter, rare. Industries such as pharmaceuticals, passenger aircraft, and software illustrate the phenomenon” (Epstein & Greve, 2004). There are actually quite a few firms who have emerged into the global market that hold what can be considered a significant share within global industries, ranging from manufacturing, financial intermediation, and transport service along with other service industries. For example, The European Aeronautic Defense and Space Company and The Boeing Company combined hold more than 50% market share within the global civil aerospace products manufacturing industry. Goldman and Sachs hav2 20.20% market share within the global investment banking and brokerage industry and Vivendi holds 20.10% within the global music production and distribution industry. United Parcel Service holds 23.80%, within the global logistics – couriers industry (IBISW, 2011). We do not intend to imply that the monopolization that had plagued the United States in the late 19th century has emulated itself at the global level, creating one dominant firm controlling an entire global industry. However, it does appear that a number of industries are starting to exhibit Marx, “inevitable move toward a monopoly.” The increase in oligopoly power at the global level presents unprecedented challenges. Reaching a cross-country consensus on competition policy is a difficult. Epstein & Greve discuss some of the issues that arise when attempting to unite foreign and domestic competition policy. Competition policy embodies imprecise normative judgments that invite controversy and defection rather than consensus and commitment. Because its scope extends to such a wide range of economic activity, it has the potential to inflict significant costs on many transactors. In particular, competition policy tempts states both to impose nominally neutral policies that favor local producers and consumers at the expense of global welfare, and to administer their policies in a discriminatory fashion to similar ends” (2004). While more and more countries are adopting competition policies, this seemingly positive step towards unification of trust law has its negative effects. “Nearly one hundred jurisdictions now have antitrust laws” according to Epstein & Greve, this raises increasing issues of “jurisdictional overlaps” since many countries will assert their “jurisdiction over extraterritorial conduct that has a domestic impact” (2004). Antitrust enforcement agencies around the world have tried to cope with the increased power of global corporations by staying in regular and increasing contact with one another on individual merger cases as well as on general issues of mutual enforcement interest. Through instruments such as the 1995 Recommendation of the Organization for Economic Co-operation and Development (OECD) that its 29 members cooperate with one another in antitrust enforcement and bilateral agreements like that which exists between the United States and the European Community, the antitrust agencies notify one another when a case under investigation affects another's important interests and they share what information they can and otherwise cooperate in the investigation and resolution of those cases (1999). Richard Parker, Senior Deputy Director of the Bureau of Competition FTC, presenting on global merger enforcement, discussed the implementation of the Organization for Economic Co-operation and Development (OECD) and concluded with examples of global merger enforcement. While attempts at unified standards of competition policy are underway, the efforts of the OECD are considered to have substantial limitations on enforcing global merger laws. Epstein and

Greve state: Information sharing or “soft” cooperation has also been pursued at the Organization for Economic Co-operation and Development, which has generated several aspirational texts. None of these impose obligations on states, and they are not intended to do so. Their goals are modestly limited to improving communication on competition issues. History shows us that even with a strong federal government with the ability to enforce laws through the use of force where necessary, such as the United States federal government has on its states, firms are very good at ignoring or getting around antitrust laws. If the U.S. government did not have strong federal power over states, and it was up to the states to reach agreements on antitrust laws, one can easily imagine that there would likely be problems resulting in less strenuous competition policy. Take for example state control over age discrimination laws. When these laws originated, states chose whether to enact policies aimed at protecting workers rights. By 1960 only 8 states had age discrimination laws until the federal government enacted such regulations as the Age Discrimination Employment Act of 1967 (ADEA). This, along with the Department of Labor in 1979 giving administrative authority to the U.S. Equal Employment Opportunity Commission (EEOC), established unified laws protecting individual employment rights (Lahey, 2007). Without this dominant authority of the federal government, fair employment practices may still continue to be a regionally dependent right. In the current era of globalization, where industry’s actions domestically can be felt by all corners of the globe and vice versa, without a global entity with strong “federal” powers capable of monitoring and enforcing competition policy, it seems reasonable to conclude that Marx may in fact be proven correct: the inevitable result of the efficient market is increasing concentration of power resulting in global oligopolies or, eventually, monopolies.

#### Red innovation solves---mutual funds, dividends, public projects, larger and more creative workforce.

Vanessa A. Bee 18. Senior Litigation Counsel at the Consumer Financial Protection Bureau with a JD from Harvard Law. Innovation Under Socialism. 10-24-2018. <https://www.currentaffairs.org/2018/10/innovation-under-socialism> ]

In this market socialist society, most shares are pooled into highly regulated mutual funds, which then pursue different investment strategies when trading them on a highly regulated stock exchange. This exchange helps monitor the performance of the firm managers and assess which innovations are performing strongly. To avoid the concentration of market power and capital, the government sets the bar for how much stock any stakeholder can hold in any firm and industry. It also sets the minimum and maximum amount of dividends that each person can receive annually. As the economy grows, dividends can be adjusted to increase by a percentage, or commensurate with inflation. Surplus resulting from distributing only part of the profits allows the more profitable firms to subsidize innovative, but less profitable, activities. In addition, this regime does not tolerate anti-competitive contracts like restrictive employment agreements, strict license agreements, and long patents (although inventions may be attributable to their inventors and may be rewarded through other means like prizes, bonus compensation, or simply very short patents periods).

The model could incorporate elements of democratically-planned, participatory socialism, which emphasizes democracy and individual autonomy in the workplace. Economist David Kotz believes that particular features of this model could foster innovation performance:

First, the main features of the overall economic plan would be determined by a democratic process … Second, the planning and coordination of the economy would take place … by industry boards and local and regional negotiated coordination bodies that have representation of all affected constituencies, including workers, consumers, suppliers, the local community, and even “cause” groups such as environmentalists, job safety activists, feminists, etc.

Among other topics, these representative boards could vote on compensation minimums and maximums, to prevent innovation from supporting socioeconomic inequality and unfair social divisions of labor. This injection of democracy would give ordinary people a larger say in the direction of the markets, and what areas they think would benefit from more investment in innovation.

The second ingredient of innovation, capital, is guaranteed in the market socialist economy. Freed of its neoliberal handcuffs, the government can designate funding towards various innovative projects at a greater rate than it does now. Banks jointly owned by the government and other non-private stakeholders would provide entrepreneurs with access to capital for projects through loans with terms more generous than private lenders offer now. The firms owned by government, worker co-operatives, ordinary people, and other publicly-owned firms can also raise capital from each other as wealth is distributed more equally. In such a world, more individuals can pool their resources to invest in particular innovative projects rather than a recurring cast of millionaires.

Market socialism would easily deliver the third ingredient of innovation: human capital. Such an economy has no need for a reserve army of labor. While profit is encouraged, its primary function is increasing the pool of resources and cash distributable to workers and non-workers. It does not come at the price of providing generous wages, as dividends to shareholders are capped no matter how well the firm performs. In fact, this society could make a democratic decision to compensate people in positions on the lower band of wages with more in unearned income, out of the same pool of profits.

When applied earnestly, the principles of socialism are also incompatible with mass incarceration, discrimination, uncompensated caregiving, highly restrictive immigration policies, and other social practices that exclude large numbers of workers from participating in our capitalist economy. Add a fairer distribution of public resources among individuals and communities, along with more free or heavily subsidized goods like education, and a market socialist economy could really see an increase in the availability and skills in the pool of workers. Freeing more people to join the innovative process would naturally foster more innovation.

Lastly, innovation can only thrive if the innovation process affords individuals chances to be creative and the right conditions to motivate them. Studies on what fosters creativity show that workers who rate highly on creativity indexes perform best when they are given challenging work, a good measure of autonomy, and supportive and caring supervisors who can provide substantive and constructive feedback. The same study, however, shows that workers who are by nature less creative tend to be happier in less complex positions. Neither worker is, or should be, superior to the other. On the contrary, the innovation process has plenty of room for all types of workers with varying degrees of innate creativity. The core principles of socialism, however, do suggest that this economic system is better suited for supporting creative workers than capitalism.

#### 1 – Commons develop break-through innovation. Focus on competition causes them to be commercialized for profit.

Silke Helfrich & David Bollier 19. Helfrich studied romance languages and pedagogy at the Karl-Marx-University in Leipzig, served as head of Heinrich Böll Foundation Thuringia and head of the regional office of Heinrich Böll Foundation for Central America, Cuba and Mexico. Bollier worked in policy advocacy with a Member of Congress, the auto safety regulatory agency, and public-interest organizations, and co-founded Public Knowledge, a Washington advocacy organization for the public’s stake in the Internet, telecom and copyright policy.“Free, Fair, and Alive : The Insurgent Power of the Commons” July 2019.

Modern industrial culture has placed such a premium on “innovation” — fueled in large part by an endless quest for competitive advantage — that innovation is often seen as an absolute good in itself. In such a world, its general goal is to help businesses prevail against competitors in the marketplace, improve return on investment, and entice consumers to buy an endless stream of “new and improved” products. By contrast, the commons as a system of provisioning is often considered backward, premodern, or tribal — ways of producing things that are seen as static, stodgy, and not innovative. This is a gross caricature if not untruth because many commoners are extremely capable of adapting to changing needs, including the need to reduce one’s ecological footprint. In a commons, there is no imperative to constantly expand production and profit, and so creativity can be focused on what really matters — ameliorating quality, durability, resilience, and holistic stability. Innovation need not be linked to boosting market sales and ignoring planetary health. Countless commons exhibit the pattern of Creatively Adapt & Renew as part of their everyday activity. As Eric von Hippel shows in his book Democratizing Innovation, all sorts of practitioner-communities — bicyclists, hang-gliders, skiers, extreme sports buffs — have developed breakthrough ideas that were later commercialized by conventional businesses.26 Indigenous peoples, too — long considered fixed and traditional in their ways — have shown immense creativity over the centuries in co-creating robust ecosystems through seed-breeding and animal domestication. The fertile soil in the Amazon region known as terra preta do indio — “dark earth of the Indians” — writes political economist James Boyce, “is not a random anomaly, but rather a deliberate creation of Indigenous farmers who long ago practiced ‘slash-and-char’ agroforestry in the region. A noteworthy feature of terra preta is its remarkable capacity for self-regeneration, which scientists attribute to soil microorganisms.”27 Such practices can also be seen in the creation of gravity-fed acequia irrigation in the upper Rio Grande valley, which transformed the semi-arid region into a rich landscape of wetlands, cultivated fields, and riparian corridors that allowed many animal species to flourish. The ETC Group, an organization that studies technological innovation, has called such creativity “Indigenous innovation” and “cooperative innovation”28 because Indigenous peoples have made countless ethnobotanical and ecological discoveries that transnational corporations have later sought to appropriate for free and privatize (“biopiracy”). Commoners survive through creative adaptation and renewal. It is in their blood. They habitually have to make do with what is available and improvise. Among peasants and poor people in India, there is a word for such innovation — jugaad — the Indian practice of slapdash innovation from whatever is at hand.29 Creative adaptation, in truth, is a part of the human condition. Struggle and need induce creativity as a matter of survival.

#### 2 – Profit stifles innovation

#### 3 – A) Propriety rights, no incentive for R&D

Vanessa A .Bee 18 Senior Litigation Counsel at the Consumer Financial Protection Bureau with a JD from Harvard Law. Innovation Under Socialism. 10-24-2018. <https://www.currentaffairs.org/2018/10/innovation-under-socialism>

But prioritizing profit is a double-edged sword that can hamper innovation. Owning the proprietary rights allows private firms to block workers—through anti-competitive tools like non-compete agreements, patents, and licenses—who put labor into the innovation process from applying the extensive technical expertise and intimate understanding of the product to improve the innovation substantially. This becomes especially relevant once the workers leave the firm division in which they worked, or leave the firm altogether. Understandably, this lack of control and ownership will cause some workers, however passionate they may be about a project, to be less willing to maximize their contribution to the innovation.

Of course, the so-called nimbleness that allows firms to make drastic changes like mass layoffs is extremely harmful to the workers. This is no fluke. The capitalist economy thrives on a reserve army of labor. Inching closer to full employment makes workers scarcer, which empowers the labor force as a whole to bargain for higher wages and better work conditions. These threaten the firm’s bottom line. So, the capitalist economy is structured to maintain the balance of power towards the owners of capital. Positions that pay well (and less than well) come with the precariousness of at-will employment and disappearing union power. A constant pool of unemployed labor is maintained through layoffs and other tactics like higher interest rates, which the government will compel to help slow growth and thereby hiring. This system harms the potential for innovation, too.

The fear of losing work can dissuade workers from taking risks, experimenting, or speaking up as they identify items that could improve a taken approach—all actions that foster innovation. Meanwhile, thousands of individuals who could be contributing to the innovative process are instead involuntarily un-employed. This model also encourages monopolization, as concentrating market power gives private firms the most control over how much profit they can extract. But squashing competition that could contribute fresh ideas hurts every phase of the innovation process, while giving workers in fewer workplaces space to innovate.

Deferring to profit causes many areas of R&D to go unexplored. Private firms have less reason to invest in innovations likely to be made universally available for free if managers or investors do not see much upside for the firm’s bottom line. In theory, the slack in private research can be picked up by the public sector. In reality, however, decades of austerity measures  threaten the public’s ability to underwrite risky and inefficient research. Both the Democratic and Republican parties increasingly adhere to a neoliberal ideology that vilifies “big government,” promotes running government like a business, pretends that government budgets should mirror household budgets or the private firm’s balance sheet, and rams privatization under the guises of so-called public-private partnerships and private subcontractors.

In the United States, public investment in R&D has been trending downward. As documented in a 2014 report from the Information Technology & Innovation Foundation, “[f]rom 2010 to 2013, federal R&D spending fell from $158.8 to $133.2 billion … Between 2003 and 2008, state funding for university research, as a share of GDP, dropped on average by 2 percent. States such as Arizona and Utah saw decreases of 49 percent and 24 percent respectively.” Even if public investment in the least profitable aspect of research suddenly surged, in our current model, the private sector continues to be the primary driver of development, production, and distribution. Where there remains little potential for profit, private firms will be reluctant to advance to the next phases of the innovation process. Public-private projects raise similar concerns. Coordinated efforts can increase private investment by spreading some costs and risk to the public. But to attract private partners in the first place, the public sector has a greater incentive to prioritize R&D projects with more financial upsides.

This is how the quest for profits and tight grip over proprietary rights, both important features of the capitalist model, discourage risk. Innovations are bound for plateauing after a few years, as firms increasingly favor minor aesthetic tweaks and updates over bold ideas while preventing other avenues of innovation from blossoming. At the same time, massive amounts of capital continue to float into the hands of a few. The price of innovating under capitalism is then both decreased innovation and decreased equality. The idea that this approach to innovation must be our best and only option is a delusion.

#### 4 – B) Inequality, work times, fear of shareholder suits

Vanessa A. Bee 20 Senior Litigation Counsel at the Consumer Financial Protection Bureau with a JD from Harvard Law. Would We Have Already Had a COVID-19 Vaccine Under Socialism? No Publication. 4-20-2020. https://inthesetimes.com/features/covid-19-coronavirus-vaccine-capitalism-socialism-innovation.html

STIFLING WORKERS, STIFLING CREATIVITY

Many of the most sophisticated innovations of our time, from groundbreaking drugs to smart car technology, have depended on a deep pool of creative labor. But the idea that capitalism allows the bestsuited workers to join that pool is wishful thinking. As journalist Chris Hayes writes in Twilight of the Elites: America After Meritocracy, meritocracy “can only truly come to flower in a society that starts out with a relatively high degree of equality.” From 1979 to 2015, the annual average household income of the top 1% grew five times faster than that of the bottom 90th percentile. The reality is that deep inequalities in how this country’s wealth is distributed make meritocracy all but a myth. Some people can afford to attend college and access spaces where discovery is encouraged, moving into a “creative pipeline,” while their poorer peers go right into the workforce or juggle demanding classes with work schedules. While some with great innate talent for innovation end up in these coveted creative jobs, many more—poor and workingclass—are pushed by financial necessity into positions mismatched to their potential.

In theory, one doesn’t need a creative-focused job to innovate. But creativity requires a certain freedom— an ability to “waste” time, to work nonlinearly, to experiment and repeatedly fail. Capitalism’s constant dictate to maximize productivity leaves people with little time to spare, at work or at home—especially in poor and working-class households: The bottom fifth of earners have seen their work hours increase by 24.3% since 1979, compared to 3.6% for the top fifth.

Being in a more precarious financial position, or in a job with little security, also discourages workers from taking risks, even when the risks might lead to innovation. The precarity makes it difficult to approach one’s supervisors and ask for sick days, let alone personal time to go down rabbit holes. It makes it frightening to change fields or spend money on any project that might result in even more precarity.

Notably, the corporate structure itself has been known to stifle creation. Many corporate firms are under the effective control of shareholders, to whom managers owe a fiduciary duty to maximize profits. Shareholders who believe this duty has been breached typically have the right to sue the corporation. While this power can be used for the greater good—note how Tesla was sued by shareholders in response to its poor safety record—it also opens the door to shortsighted shareholders. One DuPont shareholder, for example, demanded the chemical company “not invest a single dollar in research that will not generate a positive return within f ive years.” What’s more, according to a 2017 working paper by the Institute for New Economic Thinking, “Many of America’s largest corporations, Pfizer and Merck among them, routinely distribute more than 100% of profits to shareholders, generating the extra cash by reducing reserves, selling off assets, taking on debt or laying off employees.”

Even the most creative of workers who make it into innovative roles in the private sector may find themselves starved of resources. As professors Chen Lin and Sibo Liu of the University of Hong Kong, and Gustavo Manso of the University of California, Berkeley, explain in a 2018 study, the threat of shareholder litigation generally discourages managers from “experimenting [with] new ideas,” which acts as an “uncontrolled tax on innovation.”

### Alt – 2NC

#### 5 – Platform cooperative movements solve the abuses of tech platforms.

Silke Helfrich & David Bollier 19. Helfrich studied romance languages and pedagogy at the Karl-Marx-University in Leipzig, served as head of Heinrich Böll Foundation Thuringia and head of the regional office of Heinrich Böll Foundation for Central America, Cuba and Mexico. Bollier worked in policy advocacy with a Member of Congress, the auto safety regulatory agency, and public-interest organizations, and co-founded Public Knowledge, a Washington advocacy organization for the public’s stake in the Internet, telecom, and copyright policy.“ Free, Fair, and Alive : The Insurgent Power of the Commons” July 2019.

Platform Cooperatives Digital networks have immense capacity to enable sharing and cooperation. Unfortunately, tech companies have captured much of these social energies for their own purposes, namely, to carry out the usual work of capitalism on powerful platforms. They call the result the “sharing economy” and “gig economy,” but in fact it is simply a new species of markets designed for microrentals, piecemeal labor, data mining, and consumerism. Platforms like TaskRabbit and Mechanical Turk have re-introduced piecework on a massive scale by offering pennies for a variety of microtasks that computers can’t perform, such as image tagging, transcription, and data cleaning. Other platforms entice us into converting our cars, apartments, and private time into rentable assets to compensate for our plunging incomes. As sophisticated computer algorithms constantly ratchet down wages for “independent contractors,” it is eroding the very possibility of stable jobs with benefits. To counter these trends, the platform cooperatives movement arose in 2015 as a field of experimentation. Its goal is to try to develop more socially constructive websites and mobile apps. If people can own and manage their own platforms as cooperatives, argues Trebor Scholz, one of the catalysts of the movement, they will be able to reap greater long-term benefits and control in the face of well-capitalized tech giants like Uber and Airbnb. “What if we owned our own version of Facebook, Spotify, or Netflix?” writes Scholz. “What if the photographers at Shutterstock.com could own the platform where their photos are being sold?”30 A number of efforts are underway to do just that. The idea is to help producers and users co-own member-driven websites for distributing stock photography, streaming music, and other artworks. Another type of platform cooperative is apps codeveloped by city governments and local users. Seoul, South Korea, for example, has been developing a Munibnb platform to enable apartment rentals on better terms than Airbnb, with revenues earmarked for public services. The app is also intended to prevent the conversion of stable rental properties into “ghost neighborhoods” used mostly by tourists, a problem afflicting many major world cities like Amsterdam, London, and Barcelona. While still an emerging strategy, platform coops hold great promise for preventing monopoly, exploitation, and data surveillance in digital spaces. They can also help democratize ownership and control over platforms, and assure greater self-determination for working conditions.

#### 6 – Commons solve the AFF.

Thomas M. Hanna &, Michael Brennan 20, 12-21-2020, There’s No Solution to Big Tech Without Public Ownership of Tech Companies, Jacobin Magazine, https://www.jacobinmag.com/2020/12/big-tech-public-ownership-surveillance-capitalism-platform-corporations

The Antitrust Impulse

The early stage antitrust actions of recent months are encouraging signs that policy makers, activists, and others are beginning to wake up to some of the dangers these platform corporations present — including the standardization of precarious work, overriding and ignoring labor laws, the entrenchment and exacerbation of racism and inequality through algorithmic bias, increased financialization, the proliferation of misinformation, and manipulation, the undermining of regulations and tax codes, environmental degradation, and the erosion of privacy and extension of social control. While these are welcome developments, it’s worth noting that there has been almost no discernable antitrust enforcement against Big Tech in recent years. Antitrust enforcers, for example, have not blocked a single acquisition out of hundreds by dominant platform companies over the last decade. As such, it is unclear how successful these antitrust actions, alone, will ultimately be. So, what are the obstacles and limitations? First and foremost, for antitrust to be actualized and ultimately succeed, the entire legal regime around it would likely need to be radically overhauled. Specifically, over the last several decades there has been a fundamental reinterpretation of antitrust law by the courts and a large decline in successful antitrust prosecutions by the Justice Department. Thus, any strategy that centers antitrust is contingent on a wholesale revision of the grounds on which a company is currently deemed to be a monopoly or anti-competitive. In particular, the still prevalent focus on consumer welfare and prices is likely to be an inadequate standard for antitrust action against platforms where in most cases the “product” is essentially provided for free. Second, increasing competition doesn’t address the natural monopoly dynamics inherent to the platform economy. “The consumer internet is a kind of natural monopoly,” Dipayan Ghosh explains: Its leading constituent firms consistently exhibit network effects: the networked services operated by Facebook, Amazon, and Google increase in value when more users use them. This meanwhile makes it extraordinarily difficult for new entrants to offer competitive levels of utility to consumers out of the gate. As with telecommunications before it, this industry now maintains impossibly high barriers to entry. Lastly, without additional changes to the structure of the companies (i.e. ownership, control, values) and the broader balance between market mechanisms (and imperatives) and state intervention, a reconcentration is almost inevitable. In the US context, there is ample evidence of this. For instance, both Standard Oil and AT&T (two of the most famous companies to be physically broken up by antitrust enforcement) ultimately reconsolidated. The former took several decades (ultimately becoming ExxonMobil) while the latter occurred relatively quickly, highlighting the additional challenges related to implementing antitrust strategies in an era of strong ideological and political adherence to market fundamentalism and neoliberalism. The Ownership Alternative Historically, one of the common “solutions” to the problem of natural monopolies has been public utility regulation. And while the idea of classifying and regulating platforms and other Big Data–dependent corporations as public utilities is controversial, it is starting to gain traction among various experts. However, both the experience and theory (including from diverse ideological perspectives) of public utility regulation in the United States suggests that it is often insufficient to deal with the innumerable problems associated with corporate concentration and power, and does little in furtherance of redistributing or democratizing wealth and economic control. Case in point is the United States’ experience with large investor owned electricity utilities. This leaves alternative models of ownership as the most viable and radical path forward, and one of the only options capable of getting to the root of the problem. A new report from Common Wealth and the Democracy Collaborative (to which the authors contributed) presents several bottom-up and top-down proposals to fundamentally change the ownership structure, values, governance, and orientation of platforms and data, and gain control over the commanding heights of the modern economy. First and foremost, this includes taking some or all of the large platform corporations into public ownership (either wholly or through a controlling or majority share ownership position). Part of this process must include embedding democratic principles at various levels. For instance, if ownership stakes are taken in major platform companies, they should likely be held in an autonomous public trust (or similar vehicle) organized with democratic multi-stakeholder representation from workers, consumers, government officials, the general public, etc. Once in public ownership, the platform companies themselves should also be restructured to embed both democratic management structures and new public interest principles. Of particular concern will be ensuring that anti-surveillance and data privacy values are woven into these new publicly owned platforms. This cannot be an afterthought, as it would introduce the unacceptable risk that the new public platforms would face incentives and pressure to collect, monetize, and/or misuse data (including sharing it with government agencies engaged in surveillance and social control). Rather, anti-surveillance and privacy values and rules should be included in any and all enabling legislation. Moreover, a strict national data privacy framework — whether enacted in conjunction with, or prior to, platforms being brought into democratic public ownership — would be an important complement to this proposal, together overcoming the problem of consumer protections creating barriers to entry that favor dominant firms. Another important component will be ensuring global, multi-stakeholder governance of these new public platforms. While many of the major platform and Big Tech companies are nominally based in the United States, their users are located throughout the world. Any proposal to democratize the ownership of platforms and data must take these global dynamics into account and develop ways in which people around the world (and not just in the United States and the UK) can be involved in ownership and governance decisions. In addition to public ownership of the major platform corporations, there are a number of further policy solutions that should be deployed to confront the platform monopolies and chart a course away from surveillance capitalism. For instance, a new and powerful set of labor and union rights, such as that put forward by the PRO Act, should be embedded in the organization and management structures of any new public or cooperatively owned platforms (and should be enacted regardless of possible shifts in ownership). Existing and new public agencies at various scales should be dedicated to incubating and supporting the development and proliferation of new cooperative and nonprofit platform and data alternatives; and financing of such ownership alternatives could be facilitated via direct federal spending and through the establishment of a network of local and regional public banks. A new multi-stakeholder regulatory authority should be created, tasked with democratically setting and enforcing standards around data collection and speech — taking those decisions out of the hands of bosses, corporations, and state technocrats; and when data is collected, it should be held in a new network of public “data trusts” that enable residents and communities both access to, and democratic control over, the data so that it can improve their lives, and not be misused for purposes of surveillance capitalism and social control. Lastly, as we are confronted with the rapidly emerging prospect of the currency system itself being captured by platform capitalists like Facebook’s newly rebranded cryptocurrency project, Diem, a linked Central Bank Digital Currency (CBDC) and postal banking system should be established to modernize payment infrastructure, while centering the preservation of financial data privacy inherent to paper cash. Tech Socialism or Barbarism None of these proposals are a silver bullet, and all need further exploration and definition. Moreover, as the British economist and former politician Stuart Holland articulated in the 1970s, they won’t by themselves fulfill the socialist goal of abolishing private sector capitalism completely,

but they could create a “chain reaction” that radically, and permanently, tips the balance of economic, political, and social power. This is critical because with the platform monopolies and Big Tech corporations poised to dominate the commanding heights of our economy for decades to come, the decisions we make now will lock in a future; whether that future will be defined by increasingly pervasive surveillance capitalism or a more equitable, democratic, and ecologically sustainable alternative is up to us. The challenge is to liberate the potential of platforms and data from the logics of concentrated corporate ownership that currently shape their operation. This will require a newly ambitious agenda that can reimagine how platforms, and the data they – and we – generate, are owned, governed, and controlled.

### Unsustainability – 2NC

#### 2 – Overspeculation – turns case.

John Bellamy Foster et al. 21, R. Jamil Jonna and Brett Clark. John Bellamy Foster is the editor of Monthly Review and a professor of sociology at the University of Oregon. R. Jamil Jonna is associate editor for communications and production at Monthly Review. Brett Clark is associate editor of Monthly Review and a professor of sociology at the University of Utah. The authors thank John Mage, Craig Medlen, and Fred Magdoff for their assistance. “The Contagion of Capital Financialised Capitalism, COVID-19, and the Great Divide.” The Jus Semper Global Alliance. In Pursuit of the People and Planet Paradigm Sustainable Human Development March 2021. Essays on True Democracy and Capitalism. https://jussemper.org/Resources/Economic%20Data/Resources/BellamyFosterJonaClark-ContagionCapital.pdf

As we have seen, when corporations do not invest their economic surplus in new capital formation—primarily due to vanishing investment opportunities in an economy characterised by excess capacity—they are left with abundant free cash that is partly returned to the shareholders through share buybacks and, to a lesser degree, dividends. It is also used for speculation, including mergers, acquisitions, and the panoply of corporate “cash management” techniques that amount to the leveraging of free cash to enhance returns. This gives rise to a whole alphabet soup of 19 financial instruments, in which corporations use the cash at their disposal partly as collateral for debt leverage, with non-financial corporate debt rising rapidly as a share of national income. Predictably recurring internal corporate funds in the form of free cash constitute a “flow collateral” allowing for further leverage, feeding speculation. A speculative economy relies on borrowed funds for leverage, backed up in part by cash. Expanding cash reserves are also needed as hedges in case of financial defaults. The whole system is a house of cards.

The progressive financialisation of the capitalist economy, whereby the financial superstructure continues to expand as a share of the underlying productive economy, has led to ever-greater asset price bubbles and growing threats of world economic meltdown. So far, a complete meltdown has been headed off by central banks, as in the 2000 and 2008 financial crashes. At every major recurring disturbance, and with serious economic repercussions, the monetary authorities pump massive amounts of cash into the financial superstructure of the economy only to give rise to greater bubbles in the future.

Theoretically, stock values represent future expected streams of earnings arising primarily from production. Nowadays, 20 however, finance has become increasingly autonomous from production (or the “real economy”), relying on its own speculative “self-financing,” leading to financial bubbles, contagions, and crashes, with the monetary authorities intervening to keep the whole house of cards from collapsing. This serves to reduce the risk to speculators, thereby keeping the value of stocks and other financial assets rising on a long-term basis, along with the overall wealth/income ratio. In these circumstances, so-called asset accumulation by speculative means has replaced actual accumulation or productive investment as a route to the increase of wealth, generating a condition of “profits without production.”21

In order to grasp the full significance of the financialisation of the economy, it is useful to look at the two conceptions of capital (relative to national income) depicted in Chart 3. One of these, the numerator of the lower line, is the 22 traditional conception of capital as fixed investment stock (physical structures and equipment) at historical cost minus depreciation. This is called the fixed capital stock of the nation and is tied directly to economic growth. It represents 23 what economic theorists from Adam Smith to Karl Marx to Keynes have referred to as the accumulation of capital. Capital formation and national income are closely related, generally rising and falling together, producing the relatively flat line, representing the ratio of fixed capital stock to national income, shown in Chart 3.24

Yet, capital, as Marx noted very early in the process, has more and more taken on the “duplicate” form of “fictitious capital,” that is, the structure of financial claims (in monetary values) produced by the formal title to this real capital. Insofar as economic activity is directed to the appreciation of such financial claims to wealth relatively independently of the accumulation of capital at the level of production, it has metamorphosed into a largely speculative form.25

This can be seen by looking again at Chart 3. In contrast to the lower line, the upper line depicts what is traditionally seen as the wealth/income ratio (which some economic theorists, such as Thomas Piketty, conflate with the capital/ income ratio, treating wealth as capital). The numerator here is the value of corporate stocks. Since the mid–1980s, the 26 ratio of stock value to national income has increased more than 300 percent. This marks an enormous growth of financial wealth, with speculation-induced asset growth sidelining the role of productive investment or capital accumulation as such in the amassing of wealth. This is associated with a massive redistribution of wealth to the top of society. The top 10 percent of the U.S. population owns 88 percent of the value of stocks, while the top 1 percent owns 56 percent. Rising stock values relative to national income thus mean, all other things being equal, rapidly rising 27 wealth (and income) inequality.28

The existence of the two conceptions of capital (and of capital/income ratios) presented here—one representing historical investment cost minus depreciation, and conforming to the n

otion of accumulated capital stock, the other the monetary value of stock equities (in economics traditionally treated as wealth rather than capital)—is often downplayed within establishment economics under the assumption that in the long run they will simply fall in line with each other, and with national income. As leading mainstream economic growth theorist Robert Solow writes: “Stock market values, the financial counterpart of corporate productive capital, can fluctuate violently, more violently than national income. In a recession the wealth-income ratio may fall noticeably, although the stock of productive capital, and even its expected future earning power, may have changed very little or not at all. But as long as we stick to longer-run trends…this difficulty can safely be disregarded.”29

But can the divergence of stock values from income (and from fixed capital stock) in reality be so easily disregarded? Chart 3 depicts a sharp increase in stock values relative to national income, which has now continued for over a third of a century, with decreases in total stock values as a ratio of national income (output) occurring during recessions, then rebounding during recoveries. The 30 overall movement is clearly in the direction of compounded financial hyperextension. This conforms to the general pattern of the financialisation of the capitalist economy, constituting a structural change in the system associated with the growth of monopoly-finance capital. This has gone hand in hand with a bubblier economy, with financial bubbles bursting in 1987, 1991, 2001, and 2008, but ultimately shored up by the Federal Reserve and other central banks.

Today, vast amounts of free cash are spilling over into waves of mergers and acquisitions, typically aimed at acquiring mega-monopoly positions in the economy. A major focus is the tech sector, much of which is directed at commodifying all information in society, in the form of a ubiquitous surveillance capitalism. All financial bubbles derive their animus 31 from some common rationale, which claims that this time is different, discounting the reality of a bubble. In the present case, the rationale is that the advance of the FAANG stocks (Facebook, Apple, Amazon, Netflix, and Google), which now comprise almost a quarter of the value of Standard and Poor 500’s total capitalisation, is unstoppable, reflecting the dominance of technology. Apple alone has reached a stock market valuation of $2 trillion. All of this is feeding a massive increase in income and wealth inequality in the United States, as the gains from financial assets rise relative to income. Yet, like all previous bubbles, this one too will burst.32

Kalecki determined that the export surplus on the U.S. current account increased free cash, as did the federal deficit.33 However, the current account deficit cannot be seen, in today’s overall structural context, as simply reducing free cash, because of the changed role of multinational corporations in late imperialism, which alters other parts of the equation. Due to globalisation and the rise of the global labor arbitrage, U.S. multinational corporations in their intra-firm relations have in effect substituted production overseas by their affiliates for parent company exports, thereby decreasing their investment in fixed capital in the United States. The sales abroad of goods by majority-owned affiliates of U.S. 34 multinational corporations in 2018 were 14.5 times the exports of goods to majority-owned affiliates. Foreign profits of 35 U.S. corporations as a proportion of U.S. domestic corporate profits rose from 4 percent in 1950 to 9 percent in 1970 to 29 percent in 2019. This mainly reflects the shift in production to low unit labor cost countries in the Global South. Samir Amin described the vast expropriation of surplus from the Global South, based on the global labor arbitrage, as a form of “imperialist rent.”36

This expansion of global labor-value chains is also associated with an epochal increase in what is called the non-equity mode of production, or arm’s length production. Companies like Apple and Nike rely not on foreign direct investment abroad, but instead draw on subcontractors overseas to produce their goods at extremely low unit labor costs, often generating gross profit margins on shipping prices on the order of 50 to 60 percent.37

The loss of investment in the United States, as U.S. multinational corporations have substituted production overseas, coupled with the growth of foreign profits of U.S. mega firms, has further increased the free cash at the disposal of corporations (even with a growing deficit in the current account), thereby intensifying the all-around contradictions of over-accumulation, stagnation, and financialisation in the U.S. economy. Much of this free cash is parked in tax havens overseas to escape U.S. taxes.38

Washington uses its printing press, through the federal deficit, to compensate for the U.S. current account deficit. Foreign governments cooperate, providing the “giant gift” of accepting dollars in lieu of goods, thereby acquiring massive dollar reserves. At some point, however, these contradictions are bound to undermine the hegemony of the dollar as the 39 world’s reserve currency, with dire ramifications for the U.S.-based world empire.

#### 3 – REM shortages – zeroes case.

Nafeez Ahmed 20 M.A. in contemporary war & peace studies and a DPhil (April 2009) in international relations from the School of Global Studies at Sussex University. Capitalism Will Ruin the Earth By 2050, Scientists Say. Vice. 10-21-2020. https://www.vice.com/en/article/v7m48d/capitalism-will-ruin-the-earth-by-2050-scientists-say

Endless growth will generate minerals scarcity within decades

The EV transition is, in short, a massive industrial project. Electrification of roads and rail will require upgraded smart grids, complex routes connected to high power lines, and regular battery-swap stations. The paper explores several scenarios to explore how such a transition would take place.

In a continuing GDP growth scenario, the authors note that the economy begins to stagnate “due to peak oil limits at around 2025-2040,” but GDP is able to continue growing thanks to the EV transition. This shows that the reduction in liquid fuels in transportation can play a powerful role in avoiding “energy shortages in the economy as a whole.”

But then the economy hits the limits of mineral and material production to sustain this electric transition—in just three decades. And this is even with high levels of minerals recycling.

By 2050, in this scenario, the EV transition will “require higher amounts of copper, lithium and manganese than current reserves. For the cases of copper and manganese the depletion is mainly due to the demand from the rest of the economy,” but most lithium demand “is for EV batteries,” and this alone “depletes its estimated global reserves.”

Mineral depletion takes place even with “a very high increase in recycling rates” in a continuing GDP growth scenario.

In one such scenario, the authors apply what they consider to be realistic upper level recycling rates of 57 percent, 30 percent and 74 percent to copper, lithium and manganese respectively. These are based on extremely optimistic projections of recycling capabilities relative to their costs.

But still they find that even these high recycling rates wouldn’t prevent depletion of all current estimated reserves by 2050. The conclusion corroborates findings of other studies, estimating an expected bottleneck for lithium by 2042-2045 and for manganese by 2038-2050.

Actual bottlenecks could come even earlier because existing studies—including the MEDEAS model—don’t account for material requirements needed for internal wiring, the EV motor, EV chargers, building and maintaining the grid to connect and charge EV batteries, the catenaries to electrify the railways, as well as inherent difficulties in recycling metals.

#### 4 – Carbon bubble, peak oil.

Jeremy Rifkin 19. Honorary Doctorate in Economics at Hasselt University. Recipient of the 13th annual German Sustainability Award in December 2020. BS in Economics at UPenn – Wharton School. Founder of People’s Bicentennial Commission. The Green New Deal: Why the Fossil Fuel Civilization Will Collapse By 2028, and the Bold Economic Plan to Save Life on Earth. St Martin’s Press. P7-8. Google Book. //shree]

The Carbon Tracker Initiative, a London-based think tank serving the energy industry, reports that the steep decline in the price of generating solar and wind energy “will inevitably lead to trillions of dollars of stranded assets across the corporate sector and hit petro-states that fail to reinvent themselves,” while “putting trillions at risk for unsavvy investors oblivious to the speed of the unfolding energy transition.”19 “Stranded assets” are all the fossil fuels that will remain in the ground because of falling demand as well as the abandonment of pipelines, ocean platforms, storage facilities, energy generation plants, backup power plants, petrochemical processing facilities, and industries tightly coupled to the fossil fuel culture. Behind the scenes, a seismic struggle is taking place as four of the principal sectors responsible for global warming—the Information and Communications Technology (ICT)/telecommunications sector, the power and electric utility sector, the mobility and logistics sector, and the buildings sector—are beginning to decouple from the fossil fuel industry in favor of adopting the cheaper new green energies. The result is that within the fossil fuel industry, “around $100 trillion of assets could be ‘carbon stranded.’”20 The carbon bubble is the largest economic bubble in history. And studies and reports over the past twenty-four months—from within the global financial community, the insurance sector, global trade organizations, national governments, and many of the leading consulting agencies in the energy industry, the transportation sector, and the real estate sector—suggest that the imminent collapse of the fossil fuel industrial civilization could occur sometime between 2023 and 2030, as key sectors decouple from fossil fuels and rely on ever-cheaper solar, wind, and other renewable energies and accompanying zero-carbon technologies.21 The United States, currently the leading oil-producing nation, will be caught in the crosshairs between the plummeting price of solar and wind and the fallout from peak oil demand and accumulating stranded assets in the oil industry.22

## Self Preferencing

#### Cap turns democracy.

Helen V. Milner 21. B. C. Forbes Professor of Public Affairs at the Woodrow Wilson School of Public and International Affairs at Princeton University, where she is also the Director of the Niehaus Center for Globalization and Governance. International Studies Quarterly, 10 July 2021, <https://doi.org/10.1093/isq/sqab056> //shree

How do Globalization and Democracy Interact? The delineation of these essential elements of democracy is important because it tells us where to look for problems in the relationship with capitalism. If capitalism makes achieving these elements more difficult or impossible, then the two institutions will clash. Instead of reinforcing one another, they will undermine each other. Hence, one view is that without serious restrictions on capitalism, democracy will be imperiled. On the other hand, some claim that without restrictions on democracy, capitalism could be imperiled. From Marx onward, numerous scholars have claimed that democracy has been limited in order to preserve capitalism. For Marx, the institutions of the state were built to protect capitalism; democracy was just the “dictatorship of the bourgeois” hiding behind a veil. The capitalist state was designed to protect the collective interests of the capitalist class against the working class and against the short-sighted behavior of individual capitalists; thus the state had some autonomy.12 But for Marx and many Marxists, democracy itself was a sham set up to protect capitalism. More recently, Slobodian argues that the entire neoliberal system of international institutions set up since the 1950s has served to protect capitalism against democracy: the entire “neoliberal project focused on designing institutions–not to liberate markets but to encase them, to inoculate capitalism against the threat of democracy” (Slobodian 2018, 2). For many on the left of the political spectrum, capitalism makes democracy impure at best and impossible at worst. For others from the right, government intervention in the economy even decided democratically can ruin capitalism and thus destroy individual freedom. Laissez-faire doctrine advocated the most limited interference of politics in the matters of the economy. Hayek (1976) among many feared that any government intervention corrupted capitalism and that only the most minimal state was desirable. “The system of private property is the most important guaranty of freedom, not only for those who own property, but scarcely less for those who do not . . . If all the means of production were vested in a single hand, . . . whoever exercises this control has complete power over us” (Hayek 1976, 103). Freedom is the highest goal, but capitalism—not democracy—brings freedom. The protection of private property was necessary for democracy in the first place.13 Economic conservatives such as Hayek decried government intervention in the economy and the creation of large social welfare systems. The balance between unregulated markets and government intervention has long been a central issue in politics. This balance has been changing over time, especially as globalization has spread. Global capitalism seems to have given capitalists a stronger hand relative to either labor or the state (Bates and Lien 1985). Laissez-faire and austerity have gained in prominence as labor unions have shrunk, center left parties have declined, and social welfare spending and redistribution have fallen out of favor (Blyth 2013). Political Equality and Economic Inequality As noted above, an essential element of democracy is the idea of political equality. All adult citizens should be treated equally by the state and should have equal political rights. What political equality means may be debated, but citizens do expect some kind of equal treatment by their government. The problem this runs into is the economic inequality generated by capitalism (Piketty 2014). Economic inequality has increased very substantially within countries across most of the world since the 1990s (Bourguignon 2015). This rise has been especially notable in the advanced industrial countries, particularly the United States and UK. While rates of absolute poverty across the world have plummeted, one particularly contentious issue is whether globalization has fueled the rise in within-country inequalities. For example, the Gini index for income distribution in the United States has worsened steadily from 0.36 in 1970 to 0.41 in 2015 (Lahoti, Jayadev, and Reddy 2016). By 2008, the level of inequality in the United States, as measured by the share of family income for the top 10 percent, had returned to the highest levels recorded in the early twentieth century (Bourguignon 2015, 48). The middle four deciles of the income distribution in the United States saw a similar decline in income share from 1980 (0.46) to 2014 (0.40). However, growth in inequality in Europe has been less pronounced with the income share of the middle four deciles sharply dropping in the UK and more moderately decreasing in Germany and France (Blanchet, Chancel, and Gethin 2019). While unemployment in the United States has been low, wage growth especially in the middle and low skill occupations has been very limited in the past few decades. “Since 2000, [US] weekly wages have risen 3% (in real terms) among workers in the lowest tenth of the earnings distribution and 4.3% among the lowest quarter. But among people in the top tenth of the distribution, real wages have risen a cumulative 15.7%, . . . nearly five times the usual weekly earnings of the bottom tenth” (Desilver 2018).14 In the United States by 2010, the top 10 percent of the income distribution has received over half of all wage gains during the past 30 years, and the top 1 percent and 0.01 percent had received most of that (Bourguignon 2015, 49). In Europe, slow wage growth has been combined in many countries with high unemployment. In many of the OECD countries, the concentration of wealth, as opposed to income, is even more stark and has grown worse as well. International trade appears to have amplified inequality in developed countries by deepening the high-skill and low skill labor divide (Wood 1994; Ebenstein et al. 2013). Surprisingly, there is some evidence this is happening in the developing world as well (Harrison and Hanson 1999). The problem is that this period of rising within country inequality corresponds to the period of globalization’s fastest growth. It looks as if, and perhaps is the case that, they are related.15 But the impression is that globalization has benefited a small elite and not the whole society or even the middle class. The majority is losing and this should not happen in a democracy. The sense that the system is rigged and only the rich benefit from openness is pervasive and growing. Anger and resentment are rising in publics as they see only a small segment of society gaining from globalization, and as everyone else becomes a relative loser (Galston 2018).16 The pervasive sense is that elites have captured the political system and opened up the economy to external forces that benefit only the rich and well connected. Inequality also seems to drive support for a main policy advocated by populist parties, that is, for protectionism, thus challenging the foundations of the liberal global order (Lü, Scheve, and Slaughter 2010). Another issue is that any sense of political equality is hard to sustain when economic inequality is large. If the wealthy have, or are seen to have, special access to political leaders and more influence over elections because of their money, then political equality is undermined. As Przeworski says, “When groups compete for political influence, when money enters politics, economic power gets transformed into political power, and political power in turn becomes instrumental to economic power ....Access of money to politics is the scourge of democracy” (Przeworski 2016, 5). Research suggests that the rich do have more access and influence over politics (Bartels 2008; Gilens 2012). As the rich become richer, their influence magnifies, policy diverges more from the median voter’s preferences, and democracy seems less and less legitimate to the average citizen. If globalization is linked to rising inequality, then we may fear for democracy because research shows that democracy does not do well in conditions of high inequality (Boix 2003; Ziblatt 2008).17 Globalization may then indirectly undermine support for democracy as it enables greater economic inequality (Elkjær and Iversen 2020). It is important to note that the Covid-19 pandemic seems to be increasing inequality as it rages in different countries. High-skill workers have maintained their jobs and avoided the virus by telecommuting. Lower skill workers who are usually paid less have been more likely to lose their jobs and get sick (Davis, Ghent, and Gregory 2021; Deaton 2021). And large firms with abundant capital have expanded as their small rivals are driven out of business by the pandemic closures (Bartik et al. 2020) Capital is being concentrated even more by this plague. It has also increased individual insecurity and reduced social capital as people cannot congregate and socialize. Creative Destruction and Economic Insecurity Capitalism is marked by rapid change and technological advances. As many have noted, it is a very dynamic system that incentivizes change, upgrading, and innovation. In the process, however, it destroys the old, the familiar, and the once lucrative. Schumpeter termed this essential dynamic, creative destruction (Schumpeter 1942). There is also evidence that innovations and adoption of new technologies spread in waves over time, sometimes leading to deep and rapid changes (Milner and Solstad 2021). These technological revolutions then produce side effects in social and political life. The first industrial revolution from about 1760 to 1830 saw a spurt of activity around iron and steel, coal, and steam engines (Mokyr 2009). The second industrial revolution from the 1870s to early 1900s again brought a surge in new technologies including railroads, mass assembly, automobiles, telegraph and radio, and electricity (Gordon 2017). Recently we have witnessed another technological revolution, the so-called digital revolution, and it is now having widespread effects. It is not just disruptions to labor markets that matter, but also shocks to information and communications systems, changes in social organization and disruptions of existing institutions. These rapid changes create insecurity for people who are, or believe they will be, negatively affected.18 This personal insecurity is likely to have political ramifications, especially when social protection is weak (Mughan 2007; Margalit 2011; Hacker, Rehm, and Schlesinger 2013; Rehm 2016). Capitalism has brought forth many changes in markets, especially in labor markets over time. Old industries die and new ones emerge, but labor and capital are often slow to keep pace with these changes. Boix (2019) argues that first period of globalization in the late nineteenth century and early twentieth century was accompanied by technological change which generated more jobs than it displaced. This earlier wave of disruption was job inducing, and the new technology then was complementary to labor. The second period of globalization occurring recently is different; the new technologies are job displacing and substitute for labor. These two conditions produce very different politics. Boix (2019), however, still thinks that democracy can persist in this second period, as do others who see democracy as extremely resilient (Iversen and Soskice 2019). But many others are more pessimistic, worrying that the effects of technology now are enhancing inequality and destroying decent jobs (Baldwin 2019). A primary example has been the rise and fall of manufacturing industries, especially in the advanced industrial countries. Industrial employment as a percentage of the civilian labor force has dropped from 38.8 percent in 1970, 25 percent in 2007, and falling to 18.8 percent in 2016 among the original 23 OECD countries (Armingeon et al. 2019). Offshoring has been a main ingredient in this process, and more recently the development of global value chains across borders has accelerated these changes. This deindustrialization has generated much economic insecurity as higher wage-paying, blue-collar jobs have disappeared with it (Hacker 2008; Milberg and Winkler 2013). In addition, the new jobs produced have often been inferior to the old ones lost; this inferiority concerns not just wages but also the terms of employment, which have become less secure and more temporary in the so-called gig economy. “Employment precariousness,” or the lack of a “decent job,” is another aspect of this technological revolution (Lorey 2015). “Fixed-term employment contracts, temporary work and part-time work in developed countries, and informal jobs with irregular working hours, low earnings and uncertain futures in developing countries” (Bourguignon 2015, 63), which are the telltale indicators of this precariousness, have grown greatly. “In France, employment precariousness has increased significantly over the last twenty years, from 8% in 1990 to 12% of total employment in the 2000s” (Bourguignon 2015, 63–64). Skill-biased technological change and trade with the developing world have been largely responsible, as they have helped fuel offshoring and global value chains (Michaels, Natraj, and Van Reenen 2014; Doraszelski and Jaumandreu 2018). Hence, despite the fact that unemployment in many developed countries had fallen to low levels before the pandemic, personal insecurity has been pervasive because wages and working conditions have worsened, especially for lower skilled workers. Global capitalism produces a double dose of technological change. Capitalism itself is very disruptive, but on a global scale it accelerates this change. Research shows that few countries innovate and that most adopt innovations from elsewhere (Keller 2004). The speed of this adoption varies from country to country and over time, but globally-integrated markets make these changes more rapid and widespread (Mokyr 1994; Taylor 2016; Milner and Solstad 2021). The third technological revolution then also is different because it is probably the fastest and most wide-ranging. It has brought even more economic anxiety and insecurity than past revolutions. The insecurity generated by capitalism has long been noted. Furthermore, capitalism on a global scale seems to amplify this insecurity since international capital and labor flows may be ever more politically destabilizing (Scheve and Slaughter 2004). Economic crises like the global financial one of 2008–2009, which often are fostered by globalization, exacerbate this insecurity as well. Indeed, the creation of social welfare states was intended to help damp down this anxiety and reduce the frictions associated with economic change and crises. Polanyi (1957) long ago noted that left exposed to unregulated markets, people would turn away from democracy and toward extreme political solutions. The risks and insecurities generated by capitalism needed to be alleviated by social protection. The idea was to “embed” markets in social and political relations by having governments intervene to provide compensation to people affected by market volatility. After World War II, markets for capital and labor flows across borders were regulated as trade was slowly liberalized, and stability and growth with redistribution were paramount for the advanced industrial democracies until the 1980s. After World War II, embedded liberalism in the Western world was the compromise that arose to make democracy and capitalism compatible (Ruggie 1982). As noted by Lim (2020, 67–68), “Studies of Western democratic countries have found that citizens who are exposed to the risks and uncertainties of global capitalism demand greater social protection from their government (Burgoon 2001; Cusack, Iversen, and Rehm 2006; Walter 2010; Margalit 2011). Empirical analyses also have revealed that more open economies tended to have larger public spending to compensate for and insure against the vagaries of an open economy (Garrett 1995; Rodrik 1997, 1998; Rickard 2012; Nooruddin and Rudra 2014).” Others show that technological adoption is faster and acceptance of new technologies is higher when welfare state generosity is greater (Lim 2020). Up to the 1990s, the embedded liberalism compromise seemed to be reconciling democracy and global capitalism. Embedded liberalism, however, has come under sustained pressure as globalization has advanced. The combination of slowing or declining welfare efforts plus the growth of globalization have increased insecurity and reduced support for people facing it. Scholars have pointed to these changes as being a source of the rise of populism and the extreme right in various countries. Margalit (2011) shows that where job losses from foreign competition were high, incumbent politicians in the United States were more likely to lose and especially so if the job losses were not compensated. Autor et al. (2020) provide evidence that the trade shock from Chinese entry into the WTO led to increasing political polarization in the United States. Jensen, Quinn, and Weymouth (2017, 1) demonstrate that “increasing imports (exports) [in a region] are associated with decreasing (increasing) [US] presidential incumbent vote shares.” Colantone and Stanig (2018a,b) provide data showing that support for right-wing, nationalist and populist parties and for Brexit came from areas hardest hit by globalization, in particular trade shocks and immigration. Burgoon (2001) points out that the backlash against globalization is less in areas where social welfare provision is highest. Milner (2018, 2021), on the other hand, argues that in areas with more trade flows support for extreme right parties is stronger and that social welfare provision does not seem to temper this political backlash against globalization any longer. As globalization has proceeded and welfare states have not expanded to match this, personal insecurity has grown and its political consequences are increasingly manifest. As Rodrik (1997) noted, increasing global economic integration produces more public demands on governments for social protection while concurrently undermining their ability to supply these policies because they require considerable public expenditure, which globalization may prevent. Insecurity can also be a product of the new information technologies today. The gig economy is in part made possible by such technologies. Surveillance technology may make people feel safer, but it may also enable governments to monitor their citizens and create new fears. While social media may enhance accountability pressures, it may also generate confusion and fake news. Many new sources of information have become easily available, often creating political and social problems. There is deep concern that new information technologies have helped disseminate populist political views. Social media in particular can undermine confidence in and the legitimacy of mainstream parties and leaders by transmitting false and damaging views of them (Tucker et al. 2017). International interference to exert political influence may also be easier to accomplish and disguise with these technologies. Creating confusion about what the facts are, disseminating fringe views as if they were credible, and sowing doubt about the validity and legitimacy of key democratic practices like elections are all means for generating greater insecurity and boosting populist support. Global Interdependence Deep integration of national economies through trade, capital markets, and immigration poses direct challenges for democracy. Above, I noted the indirect ways that globalization might undermine support for democracy, first by increasing inequality and second by fostering faster technological change. But globalization may also have more direct effects. I discuss three such effects here: increasing economic policy constraints on the government; pushing convergence on economic policy choices; and creating more need for international cooperation and governance. Each of these means that governments have less control over the economy, less room for partisan competition, and less autonomy. Globalization seems to produce three inter-related processes that might undermine support for democracy. As trade, capital, and labor flows grow in importance, governments become increasingly constrained; governments can always opt out of this but the costs of doing so rise as globalization proceeds. First, globalization can undercut the government’s ability to direct the economy. The government’s policy instruments become more limited and less effective. With an open economy, macroeconomic policy and exchange rate policy become more interdependent and less effective, especially for smaller economies (Frieden and Rogowski 1996; Broz and Frieden 2001). As countries joined the WTO and signed preferential trade agreements, trade policy and investment policy have become more constrained as well. Fiscal policy in an open economy also loses some of its effect as it flows across borders. While some scholars have noted that larger and more developed countries have more room to maneuver (Mosley 2003), others have noted the shrinking field of policy choice and autonomy open to countries (Rodrik 1997, 2011). Policy autonomy and efficacy matter for democracies because the public often judges governments and parties on the basis of economic outcomes (Kosmidis 2018; Duch and Stevenson 2010, 2008). When governments lose the ability to direct the economy, democratic accountability is weakened and so is its legitimacy (Hellwig 2001; Hellwig and Samuels 2007; Hellwig 2015). A second process that might undercut democracy is the policy convergence and consensus that has grown with globalization. As governments around the world increasingly liberalized trade and opened their capital markets, policy converged and consensus grew across parties about the value of openness and to some extent deregulation as well as austerity. Differences among left and right centrist parties on their platforms diminished, and publics began to view all mainstream parties as very similar (Sen and Barry 2020; Ward et al. 2015). Globalization may force parties to converge on their economic policies, restricting parties’ ability to differentiate themselves and thus to effectively compete against other parties on economic issues.19 The consensus over economic policies and globalization has left many European Social Democratic parties losing vote share and public support (Mair 2000). This convergence has created an opening for extreme right and populist parties to generate support.20 As (Mughan, Bean, and McAllister 2003, 619) points out,“By virtue of their commitment to economic internationalization, the established parties of government are blamed by populists for turning a blind eye and a deaf ear to workers’ legitimate concerns for their job security in an increasingly global, competitive, and volatile labor market. Blaming it on established parties’ commitment to economic globalization, in other words, right-wing populist parties have commonly sought electoral advantage by turning job insecurity into a political issue.” If vigorous party competition along programmatic lines is central to democracy, then globalization may be undermining it. And lack of partisan competition among centrist parties may enable more extreme parties to gain support. The third element is that globalization has also raised pressure on governments to coordinate their polices to eliminate externalities (Milner 1997). A more open economy implies a greater need to cooperate and coordinate with other countries. The past 30 years have seen many international regimes and institutions created to deal with global problems, all of which have constrained governments even more. The IMF, World Bank, OECD, EU, WTO, regional development banks, and many preferential trade agreements are the major examples of these multilateral economic institutions; each of which produces norms, rules, and procedures that members are expected to follow. They constrain government policy choices domestically; they appear to impose decisions from unelected international elites on the public; and they push all parties who might be in government to adopt similar policies. Many of these have generated popular dissatisfaction and resentment, being seen as undemocratic and as undermining democracy and its legitimacy at home. The EU is a prime example of this complaint about “democratic deficits”; EU decision-making is often seen as too elite- and interest group-driven, and too distant from public preferences (Follesdal and Hix 2006; Mair 2007). Brexit as a vote against international cooperation and extensive coordination is a reflection of this public perception of the EU. The nationalist backlash that has animated populist parties recently builds off of this anxiety over and distaste toward global governance. The cosmopolitan elites that supposedly direct international institutions are seen as having made bad decisions (e.g., the financial crisis) and as holding preferences far removed from those of the average national voter. Populist leaders thus call for a return to national priorities and a rejection of global cooperation, as the quote from Marine Le Pen at the start of this article illustrates. As Mughan, Bean, and McAllister (2003, 619) points out, “the economic basis of their [populist parties’] appeal [lies] in their rejection of the postwar social democratic consensus. Taking as a starting date the end of the Second World War we can, with a nod to national variations, pick out four elements that have characterised the domestic politics of Western Europe in the ensuing four decades: social democracy, corporatism, the welfare state and Keynesianism. It is on the fertile ground of the foundering of these four pillars that the new (populist) parties have taken root.” Globalization by making international cooperation ever more necessary thus contributes to legitimacy problems for mainstream political parties and may generate public dissatisfaction with their governments and democracy.

#### 1 – Cap causes bad AI.

**Shino 15** [Yuya, Journalist at Reuters "Capitalist forces could create ‘uncontrollable’ artificial intelligence – scientist," RT International, https://www.rt.com/uk/235143-capitalism-ai-dangerous-technology]

Murray Shanahan, professor of cognitive robotics at Imperial College London, cautioned against “capitalist forces” developing AI without any sense of morality, arguing it could lead to potentially “uncontrollable military technologies.” Shanahan’s comments follow warnings from leading scientists and entrepreneurs, including Stephen Hawking, Bill Gates, and Tesla Motors CEO Elon Musk. Gates admitted last month that he doesn’t “understand why some people are not concerned” by the threat of AI. Speaking to the Centre for the Study of Existential Risk at the University of Cambridge last week, Shanahan argued that AI development faces two options. Either a potentially dangerous AI is developed – with no moral reasoning and based on ruthless optimization processes – or scientists develop AI based on human brains, borrowing from our psychology and even neurology. “Right now, my vote is for option two, in the hope that it will lead to a form of harmonious co-existence [with humanity],” Shanahan said. AI based on the human brain would not be possible without first mapping the organ – a task the Human Connectome Project (HCP) is undertaking and aims to complete by late 2015. However, once the map is complete, it could take years to analyze all the data gathered. Experts disagree as to how long it will be before AI is successfully developed – or if it is even possible. Estimates range from 15 years to 100 years from now, with Shanahan believing that by the year 2100, AI will be “increasingly likely but still not certain.” Whether the technology is helpful or harmful to humans depends on which of Shanahan’s two options becomes the driving force behind its development. There is a fear that current economic and political systems are leading to the development of option one – a machine with no moral reasoning. “Capitalist forces will drive incentive to produce ruthless maximization processes. With this there is the temptation to develop risky things,” Shanahan said. For Shanahan, risky things include AI which could rig elections, subvert markets, or become dangerous military technology. “Within the military sphere governments will build these things just in case the others do it, so it's a very difficult process to stop.” Shanahan’s comments echo fears expressed by Gates and Musk last year, both of whom were influenced by Nick Bostrom’s book “Superintelligence: Paths, Dangers, Strategies,” he said. In his book 'Superintelligence: Paths, dangers, strategies,' Nick Bostrom – a professor of philosophy at Oxford University – argues that if machine brains surpass humans in intelligence, they could eventually replace us as the dominant species on earth. “As the fate of the gorillas now depends more on us humans than on the gorillas themselves,” Bostrom writes, “so the fate of our species then would come to depend on the actions of the machine superintelligence.” After reading Bostrom's book, Musk warned that the threat posed by AI could be greater than nuclear weapons. He donated $10 million to the Future of Life Institute in January, a global research program aimed at keeping AI beneficial to humanity.

### Lessgo – 2NC

#### 2 – That causes agency adjudication, which is just as bad.

Alexander Paul Okuliar et al. 21. Morrison & Foerster LLP. "FTC Lays Groundwork For Rulemakings: Are New Substantive Competition Rules Coming?". No Publication. 3-25-2021. https://www.mondaq.com/unitedstates/antitrust-eu-competition-/1067906/ftc-lays-groundwork-for-rulemakings-are-new-substantive-competition-rules-coming

The FTC's foray into rulemaking could lead to a period of uncertainty and legal challenges in those areas touched by a new agency rule. There is likely to be significant debate over the scope of the FTC's authority, the particulars of the rulemaking process, the substance of any proposed rules, and, when tested in court, the extent of Chevron deference to which the agency is entitled. Substantive FTC competition rules could also create potential divergence in enforcement policy or activity between the DOJ and FTC brought about by the new rules.
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#### and causes bidirectionality---or circumvention

Jo Seldeslachts et al. ‘7. Professor of Industrial Organization at KU Leuven and a Senior Research Fellow at DIW Berlin, with Joseph A. Clougherty and Pedro Pita Barros. “Remedy for now but prohibit for tomorrow: the deterrence effects of merger policy tools.” https://www.ssoar.info/ssoar/bitstream/handle/document/25862/ssoar-2007-seldeslachts\_et\_al-remedy\_for\_now\_but\_prohibit.pdf;jsessionid=A244005110FDB5816E0347D9F1B75436?sequence=1

We can now look at the causal relations between the variables of primary interest: the relationship between antitrust actions and merger frequencies: Prohibitions has a statistically-significant negative impact on future merger behavior in five out of the six regression equations (excluding only the OLS estimation in regression #1). The consistent significance and strong impact of this variable suggests that spikes in the use of Prohibitions seem to send a very clear signal of toughness by antitrust authorities—a signal that significantly reduces future merger proclivities.

Remedies, on the other hand, seem to positively influence future Mergers; though, the coefficient estimate is only significant in three regression equations—regressions’ #1, #2, & #4. Accordingly, we can interpret these results as suggesting that the effect of remedies coming at the expense of prohibitions (a lowering of antitrust toughness) is stronger than the effect of remedies coming at the expense of clearances (an increase in antitrust toughness). In other words, we have some evidence that firms seem to interpret spikes in remedies as indicating softer behavior on the part of antitrust authorities. Such an interpretation should be cautioned by the fact that the remedies coefficient estimate is not significant in the fixed- effects estimation (regression #3); thus, suggesting that the remedies effect may only be capturing cross-jurisdictional variation. Nevertheless, the important point here is that the application of Remedies does not seemingly involve a significant deterrence effect.

#### imposing requirements is behavioral

Lisl Dunlop 18. Partner in the New York office and co- chair of the firm’s antitrust and competition practice group of Manatt, Phelps & Phillips, September 2018. “Current Themes in U.S. Merger Control.” https://www.manatt.com/getattachment/311dc3d1-8754-447e-91d2-01bbead87763/attachment.aspx

Two related themes that have emerged over the past year are an increased hostility toward remedies that result in ongoing supervision or monitoring by the agencies (known as “behavioral” remedies) and a sharper focus on vertical merger enforcement. The two are closely related in that the typical “fix” for competition concerns in vertical transactions is often a behavioral remedy—the imposition of requirements that the merged firm act in a certain way after consummation of the transaction, such as an obligation to continue to give access to competitors. In the absence of such a resolution, the agencies are faced with a decision to permit the transaction to proceed, look for a structural solution or challenge the transaction in its entirety.

there’s a precise difference

John E. Kwoka 12. Neal F. Finnegan Professor of Economics, Northeastern University, with Diana L. Moss, Vice President and Director, American Antitrust Institute. “Behavioral merger remedies: Evaluation and implications for antitrust enforcement.” THE ANTITRUST BULLETIN: Vol. 57, No. 4/Winter 2012. ProQuest.

C. Preference for structural remedies in the United States and other major jurisdictions

As noted, the 2004 Remedies Guide expressed a clear preference for structural remedies, citing “speed, certainty, cost, and efficacy” as key factors by which the potential effectiveness of a remedy should be measured.19 By way of explanation, the 2004 Remedies Guide stated that structural remedies were preferred to behavioral remedies because “they are relatively clean and certain, and generally avoid costly government entanglement in the market. A carefully crafted divestiture decree is ‘simple, relatively easy to administer, and sure’ to preserve competition.”20 This preference for structural remedies was illustrated in countless merger cases both before and after issuance of the 2004 Remedies Guide.

In this approach, U.S. policy was consistent with the enforcement posture in Canada, the European Union, the UK, and Canada. In 2001, the European Commission stated:

Commitments that are structural in nature, such as the commitment to sell a subsidiary, are, as a rule, preferable from the point of view of the [Merger] Regulation’s objective, inasmuch as such a commitment pre- vents the creation or strengthening of a dominant position previously identified by the [European] Commission and does not, moreover, require medium or long-term monitoring measures.2

The UK Competition Commission expressed a similar preference in 2008 in this way:

In merger inquiries, the [Competition Commission] will generally prefer structural remedies, such as divestiture or prohibition, rather than behav- ioral remedies because: (a) structural remedies are likely to deal with [a substantial lessening of competition] and its resulting adverse effects directly and comprehensively at source by restoring rivalry; (b) behavioral remedies may not have an effective impact on the [substantial lessening of competition] and its resulting adverse effects, and may create significant costly distortions in market outcomes; and (c) structural remedies do not normally require monitoring and enforcement once implemented.22

#### a---intent to define and exclude---that’s 1nc **seldeslachts and…**

PEDIAA 15. “Difference Between Prohibited and Restricted”. https://pediaa.com/difference-between-prohibited-and-restricted/

Main Difference – Prohibited vs. Restricted

Prohibited and Restricted are used in reference to limitations and prevention. However, they cannot be used interchangeably as there is a distinct difference between them. Prohibited is used when we are talking about an impossibility. Restricted is used when we are talking about something that has specific conditions. The main difference between prohibited and restricted is that prohibited means something is formally forbidden by law or authority whereas restricted means something is put under control or limits.

What Does Prohibited Mean

Prohibited is a variant of the verb prohibit. Prohibited can be taken as the past tense and past participle of prohibiting as well as an adjective. Prohibited means that something is formally forbidden by law or authority. When we say ‘smoking is prohibited’, it means that smoking is not allowed at all, there are no exceptions. Prohibit indicates an impossibility. This gives out the idea that it is not at all possible under any condition or circumstance. The term Prohibited goods is used to refer to items that are not allowed to enter or exit certain countries. For example, the government of South America lists Narcotic and habit-forming drugs in any form, Poison and other toxic substances, Fully automatic, military and unnumbered weapons, explosives and fireworks as prohibited goods. The following sentences will further explain the use of prohibited.

Inter-racial marriages were not prohibited by the government.

He was proved guilty of using prohibited substances.

No one was allowed to enter the grounds; entry was prohibited.

Prohibited imports are the items that are not allowed to enter a country.Difference Between Prohibited and Restricted

What Does Restricted Mean

Restrict means to put under limits or control. Restricted can be either used as the past tense of restrict or as an adjective meaning limited. When we say something is restricted, it means that limits or conditions have been added to it. It does not mean that it is completely impossible. For example, Restricted goods are allowed to enter or exit a country under certain circumstances. A written permission can help you to import or export that item. Likewise, a restricted area does not mean that people are not allowed to enter; it means that a special permission is required to enter the place. Restricted information refers to information that are not disclosed to the general public for security purposes.

The new regulations restricted the free movement of people.

The club was restricted to its members and their family members.

Only the highest military personnel had access to the restricted area.

American scientists had only restricted access to the area.Main difference - Prohibited vs Restricted

Difference Between Prohibited and Restricted

Meaning

Prohibited means banned or forbidden.

Restricted means limited in extent, number, scope, or action

Possibility

Prohibited means that there is no possibility of doing something.

Restricted means that something can be done under certain conditions.

Adjective

Prohibited functions as an adjective derived from prohibit.

Restricted functions as an adjective derived from restrict.

Past tense

Prohibited is the past tense and past participle of prohibit.

Restricted is the past tense and past participle of restrict.

#### b---authors…state scotus agrees

Hiram E. Hadley 1909. Judge, McPherson v. State, 174 Ind. 60, Supreme Court of Indiana, December 1909, LexisNexis

In the majority opinion it is conceded "that there is a marked difference" between unqualified prohibition of the sale of intoxicating liquors and the regulation of such sale. It is said in the opinion that "to regulate, restrict and control the sale implies that the sale shall go on within the bounds of certain prescribed rules, restrictions or limitations." Citing Sweet v. City of Wabash (1872), 41 Ind. 7; Duckwall v. City of New Albany (1865), 25 Ind. 283; Loeb v. City of Attica (1882), 82 Ind. 175, 42 Am. Rep. 494.

"Prohibition," states the majority opinion, "as applied to the liquor traffic, implies putting a stop to its sale as a beverage; to end it fully, completely and indefinitely. So, if the purpose of the act in question is to authorize the exercise of unqualified prohibitory power, as usually understood by the term, the act is void because its subject is not expressed in the title." The court might properly have further said [\*\*\*45] that if the act under its provisions is not one to regulate the sale of intoxicating liquors it is void, for the reason that it does not meet or respond to the subject as expressed in its title.

#### AND common meaning

Dictionary.com “Inhibit vs. Prohibit”. https://www.dictionary.com/e/inhibit-vs-prohibit/

Prohibit is a transitive verb that means to forbid or prevent. Unlike inhibit, the word prohibit means that an action is being completely prevented. For example: “Angie’s coat was so tight, it prohibited any arm movement.” In this case, Angie isn’t able to move her arms at all. Prohibit is often used to describe the actions of authority figures. It can explain a rule or law. For example, “School rules prohibit cellphone use during class.” A street sign may say “Parking prohibited,” while a sign in a building lobby might say “Smoking prohibited by law.” All of these cases mean that cell phone use, parking in a certain area, or smoking are completely forbidden by their given authority figures, and can’t be done at all.

#### Clear brightline---if the business practice described by the aff can still legally occur post-plan, it is not prohibited.

Martin G. Vallespinos 20. LLM, University of Michigan Law School; Manager at Ernst & Young Detroit, “Can the WTO Stop the Race to the Bottom? Tax Competition and the WTO,” 40 Va. Tax Rev. 93, Lexis

Prohibited subsidies, as described in Article 3 of the SCM Agreement, are disallowed outright, and WTO members can unilaterally impose countervailing measures against the country sponsoring them. This category [\*146] includes (i) subsidies that are contingent, in law 237or in fact 238upon export performance 239and (ii) subsidies that are contingent upon the use of domestic over imported goods.

Export contingency can be "de jure" or "de facto." De jure export contingency derives from "the very words of the relevant legislation, regulation[,] or other legal instrument constituting the measure." 240De facto export contingency is met when "the facts demonstrate that the granting of a subsidy ... is in fact tied to actual or anticipated exportation or export earnings." 241The WTO jurisprudence regarding "de facto" contingency, however, is not uniform and WTO panels have set forth various alternative tests. In Australia-Automotive Leather II, the Panel established a standard of "close connection" between the grant of a subsidy and export performance. 242In Canada-Aircraft, the Panel and the Appellate Body ("AB") implemented the so called but-for test, which interprets the "tied to" language to be equivalent to a relationship of "conditionality" between the grant of a subsidy and export performance. 243Therefore, de facto contingency is met when "the facts demonstrate that the tax benefit would not have been granted ... but for anticipated exportation or export earnings." 244In the same case, the AB clarified that "it does not suffice to demonstrate solely that a government granting a subsidy anticipated that exports would result." 245This means that, in the AB's view, the granting authority's expectations on exports may not be sufficient to meet the standard, so the subsidy must be objectively contingent upon export [\*147] performance. 246In pursuit of a more objective criteria, the AB suggested that, "where relevant evidence exists, the assessment could be based on a comparison between, on the one hand, the ratio of anticipated export and domestic sales of the subsidized product ... and on the other hand, the situation in the absence of the subsidy." 247But both the Panel and AB further clarified that an assessment based on ratios is incapable by itself of establishing that a given subsidy is de facto contingent on export performance "in the absence of any meaningful analysis regarding how a subsidy's design and structure contributes to the presence of an incentive for a recipient to [favor] export sales over domestic sales." 248

With respect to domestic use contingency, Article 3.1(b) contains no reference to contingency in law or in fact. Nevertheless, the AB has found that Article 3.1(b)'s scope covers both de jure and de facto contingency. 249Also, both the Panel and the AB have concluded that the general guidance regarding evaluations of de facto export contingency should be applicable to de facto domestic use contingency. Finally, it should be mentioned that the Panel and AB decisions are not binding precedential authority but rather can be only strongly persuasive authority. Therefore, countries should be aware of all these alternative tests when designing their tax policies, as there is no certainty as to which criteria WTO decision makers may apply in the event of a dispute (e.g. but-for test, close connection test, assessments based on ratios, etc.).

A subsidy that is not considered "prohibited" can still satisfy the specificity criteria and become an actionable subsidy if it meets the two following requirements:

(1) Specificity: an actionable subsidy is considered specific when the eligibility to receive the benefits is limited to certain enterprises, industries, or areas; 250and

(2) Adverse effect: an actionable subsidy is considered adverse when it produces a serious prejudice to the interests of another member, an injury to its domestic industry, or a nullification or impairment of benefits accruing directly or indirectly to other members under the GATT. 251

#### Behavioral remedies are impossible to negate---they’re inherently vague and uncertain

Carrie C. Mahan 19. Partner at Weil, Gotshal & Manges LLP, where her antitrust practice focuses on mergers, antitrust class actions and private litigation, with Natalie M Hayes, associate at Weil, Gotshal & Manges LLP. “MERGER REMEDIES GUIDE SECOND EDITION,” eds. Ronan P Harty & Nathan Kiratzis. https://www.weil.com/~/media/files/pdfs/2019/nonstructural-remedies.pdf

Criticisms

While non-structural relief can help agencies preserve the procompetitive benefits of a trans- action while protecting against the risk of potential competitive harm, conduct remedies are still vulnerable to criticism. In contrast to structural remedies, which are generally ‘simple, relatively easy to administer, and sure’ to preserve competition,46 behavioural remedies raise various concerns,47 including the following:

• They are difficult to draft and clearly define. The agencies acknowledge that when design- ing conduct remedies, ‘displacing the competitive decision-making process widely in an industry, or even for a firm, is undesirable.’48 Accordingly, ‘effective conduct remedies are tailored as precisely as possible to the competitive harms associated with the merger to avoid unnecessary entanglements with the competitive process.’49 This can be easier said than done; however, because ‘the behavior that such remedies seek to prohibit or require is often difficult to fully specify.’50 It may also be challenging to determine the appropriate duration of a conduct remedy given the difficulty in assessing how long it will take new entry or expansion to occur.

• The outcomes are uncertain. It is no easy task to design a conduct remedy that will appro- priately replicate the competitive dynamics of a particular market. Even when well-crafted, conduct remedies ultimately set static rules that do not fully account for changes in the market. Thus, conduct remedies may eventually distort the market because they may restrict the merged firm from engaging in conduct that would be pro-competitive as the market changes.51

## Forecasting

#### The impact is linear which means any DA to the perm outweighs---even small forecasting differences prevent war.

J. Peter Scoblic and Philip E. Tetlock 16. Scoblic, Fellow in the international security program at New America. "We didn’t see Donald Trump coming. But we could have.". Washington Post. 2-12-2016. https://www.washingtonpost.com/opinions/we-didnt-see-donald-trump-coming-but-we-could-have/2016/02/12/46ece26a-d0db-11e5-abc9-ea152f0b9561\_story.html

The answer lies in measuring a forecaster’s performance over many predictions. Do the things you say will happen 5 percent of the time actually happen about that often? Do you assign high probabilities to events that happen and low probabilities to those that don’t, as opposed to playing it safe with middle-of-the-road predictions? By answering these questions, we can find out whose forecasts are generally the most accurate — even if we can’t say they were “right” — and use the results to refine our beliefs and plan for the future.

Individuals, businesses and policymakers often face choices involving competing priorities and limited resources. Probabilistic predictions, especially from forecasters who have proved their accuracy over time, can enable better decisions, and even small improvements in predictive ability can mark the difference between danger and security, recession and growth, war and peace. Imagine that the intelligence community had been more circumspect in 2002, saying there was a 75 percent chance that Iraq had weapons of mass destruction (and a 25 percent chance it did not) instead of bluntly stating, “Baghdad has chemical and biological weapons.” Would Congress still have authorized the use of force? No one knows for sure, but lawmakers might have been more cautious. Decreasing the odds of multi-trillion-dollar mistakes is not something to sniff at.

What about supposed black swans, though? It’s true that judging the accuracy of forecasts involving extremely unlikely events is harder, because they could take decades or even millennia to play out. But there are still standards we can use to benchmark those odds, especially compared with other unlikely events. So even if we can’t assign an objective probability to an alien invasion, we can presumably say it’s less likely than, say, war with Russia and prepare accordingly.

A purely black swan is, by definition, a completely unforeseeable event, and there are relatively few of those. The 9/11 attacks are often cited as an example, but there were many data points suggesting that al-Qaeda wanted to attack the United States and that terrorists might use airplanes as weapons. (Tom Clancy had even published a book in which a pilot intentionally crashes a jetliner into the Capitol.) As the 9/11 Commission Report put it, the attacks “were a shock, but they should not have come as a surprise.”

Likewise, the intelligence community considered the possibility of the Soviets placing missiles in Cuba, of Islamists overthrowing the shah of Iran and of the Soviet Union collapsing under the weight of communism. That does not mean that its forecasts were accurate! But if these scenarios were imaginable, then they were predictable in a ballpark probabilistic sense. And the accuracy of those predictions could have been used to refine the intelligence community’s models of the world.

Prediction is not positivism: We need to be humble about what we know and what we don’t know — and always remember that a probability is just that. There are limits to our foresight, but better prediction can reduce the uncertainty that erodes confidence in the future. Trump is wrong: America doesn’t need to be made great again. But prediction just might make it better.

#### Adding durability is bad---revision is key to policy accuracy.

Jeffrey A. Friedman et al. 18. Assistant Professor of Government at Dartmouth College. Joshua D. Baker is a Ph.D Candidate in Psychology & Marketing at the University of Pennsylvania. Barbara A. Millers is the I. George Heyman University Professor at the University of Pennsylvania. Philip E. Tetlock is the Leonore Annenberg University Professor at the University of Pennsylvania. Richard Zeckhauser is the Frank P. Ramsey Professor of Political Economy at Harvard University. “The Value of Precision in Probability Assessment: Evidence from a Large-Scale Geopolitical Forecasting Tournament”. International Studies Quarterly, Volume 62, Issue 2, June 2018, Pages 410–422, https://doi.org/10.1093/isq/sqx078

We also find that respondents’ experience making forecasts and their willingness to revise those forecasts consistently predict higher returns to precision (though the latter finding fell short of the p < 0.05 threshold in some models). These findings provide additional grounds for optimism that professional forecasters could replicate and potentially exceed the returns to precision shown in GJP's data. Many national security professionals assess uncertainty on a daily basis over many years. Professional foreign policy analysts also have much more opportunity and incentive to refine and revise their forecasts in light of new information than did GJP respondents, who revised their forecasts less than twice per question, on average.

#### Reversion key to superforecasting.

Brad Keywell 17. Uptake Technologies, Founder & CEO. "What Makes a Good Forecaster? ". 7-12-2017. https://www.linkedin.com/pulse/what-makes-good-forecaster-brad-keywell

They admit when they’re wrong: When accused of being inconsistent, the legendary British economist John Maynard Keynes is said to have once quipped back: “When the facts change, I change my mind. What do you do, Sir?” Many people (who are not superforecasters) do not change their mind when the facts change. Instead, they fall into a downward spiral of defensiveness and stubbornness. This is dangerous! Opinions in any organization or business must be open to discussion, distillment, disagreement, and, dissent and discard. Opinions may be ours, but they are not us, and they do not define us. Facts are meant to be discovered. They are not screaming out at us. Rather, we must be diligent explorers and searchers to find those relevant facts that matter most. And if we find a fact that makes our opinion wrong, embrace it! Be wrong – being disproven by a new fact is excellent. It’s normal, and it’s valued in a fact-driven drama-free environment. Doing this serves us well as forecasters.

I believe that intellectual curiosity is at the core of a purpose-driven life. The authors of Superforecasting illustrate intellectual curiosity with a simple example: Do you take the question “Who will win the presidential election in Ghana?” as pointless, or as an opportunity to learn something about Ghana?

This may sound corny, but I constantly try to remind the people who work at Uptake, the company I run—as well as, myself—to “be super”: super in our efforts to tenaciously learn and discover the unarguable facts; super in our refusal to rush to judgement about the quality of our opinions or the quality of the opinions of others; super in seeing both the outside and the inside; super in our refusal to allow the easy big ideas to define our actions in how we pursue the complicated small steps; and super in seeing when we’re right, or super in admitting when we’re wrong, and then gracefully transitioning to the more probable path of success.

#### the counterplan is plan minus---it could find the activity procompetitive.

AMC 07. Antitrust Modernization Commission. Deborah A. Garza, Chair. Bobby R. Burchfield ,Commissioner. W. Stephen Cannon, Commissioner. Dennis W. Carlton, Commissioner. Makan Delrahim, Commissioner. Jonathan M. Jacobson, Commissioner. Jonathan R. Yarowsky, Vice-Chair. Donald G. Kempf, Jr., Commissioner. Sanford M. Litvack, Commissioner. John H. Shenefield, Commissioner. Debra A. Valentine, Commissioner. John L. Warden, Commissioner. “Report and Recommendations.” https://govinfo.library.unt.edu/amc/report\_recommendation/amc\_final\_report.pdf

Economic learning has provided the foundation for updated antitrust analysis in part by revealing the potential procompetitive benefits of some business conduct previously assumed to be anticompetitive. The accommodation of such advances in economic learning has increased the flexibility of antitrust law, with courts and the antitrust agencies now considering a wide variety of economic factors in their analyses. Improved economic understanding and greater analytical flexibility have increased the potential for a sound competitive assessment of business conduct in all industries, including those characterized by innovation, intellectual property, and technological change.

#### Should is certain and immediate

**Summers 94** (Justice – Oklahoma Supreme Court, “Kelsey v. Dollarsaver Food Warehouse of Durant”, 1994 OK 123, 11-8, http://www.oscn.net/applications/oscn/DeliverDocument.asp?CiteID=20287#marker3fn13)

4 The legal question to be resolved by the court is whether the word "should"13 in the May 18 order connotes futurity or may be deemed a ruling *in praesenti*.14 The answer to this query is not to be divined from rules of grammar;15 it must be governed by the age-old practice culture of legal professionals and its immemorial language usage. To determine if the omission (from the critical May 18 entry) of the turgid phrase, "and the same hereby is", (1) makes it an in futuro ruling - i.e., an expression of what the judge will or would do at a later stage - or (2) constitutes an in in praesenti resolution of a disputed law issue, the trial judge's intent must be garnered from the four corners of the entire record.16 [CONTINUES – TO FOOTNOTE] 13 "*Should*" not only is used as a "present indicative" synonymous with *ought* but also is the past tense of "shall" with various shades of meaning not always easy to analyze. See 57 C.J. Shall § 9, Judgments § 121 (1932). O. JESPERSEN, GROWTH AND STRUCTURE OF THE ENGLISH LANGUAGE (1984); St. Louis & S.F.R. Co. v. Brown, 45 Okl. 143, 144 P. 1075, 1080-81 (1914). For a more detailed explanation, see the Partridge quotation infra note 15. Certain contexts mandate a construction of the term "should" as more than merely indicating preference or desirability. Brown, supra at 1080-81 (jury instructions stating that jurors "should" reduce the amount of damages in proportion to the amount of contributory negligence of the plaintiff was held to imply an *obligation* *and to be more than advisory*); Carrigan v. California Horse Racing Board, 60 Wash. App. 79, 802 P.2d 813 (1990) (one of the Rules of Appellate Procedure requiring that a party "should devote a section of the brief to the request for the fee or expenses" was interpreted to mean that a party is under an *obligation* to include the requested segment); State v. Rack, 318 S.W.2d 211, 215 (Mo. 1958) ("should" would mean the same as "shall" or "must" when used in an instruction to the jury which tells the triers they "should disregard false testimony"). 14 In praesenti means literally "at the present time." BLACK'S LAW DICTIONARY 792 (6th Ed. 1990). In legal parlance the phrase denotes that which in law is *presently* or *immediately effective*, as opposed to something that *will* or *would* become effective *in the future [in futurol*]. See Van Wyck v. Knevals, 106 U.S. 360, 365, 1 S.Ct. 336, 337, 27 L.Ed. 201 (1882).

#### Resolved

**OED 89** (Oxford English Dictionary, “Resolved,” Volume 13, p. 725)

Of the mind, etc.: **Freed from doubt or uncertainty**, fixed, settled. Obs.

#### GJP Super-forecasters will get it right---40% better than other teams.

Philip E. Tetlock et al. 14. Barbara A. Mellers, Nick Rohrbaugh and Eva Chen “Forecasting Tournaments: Tools for Increasing Transparency and Improving the Quality of Debate”. Current Directions in Psychological Science. August 2014, Vol. 23, No. 4 (August 2014), pp. 290-295. https://www.jstor.org/stable/pdf/44318787.pdf?casa\_token=wfbfNUGCPzIAAAAA:q6nZlMF41JAuqZ8MAmDMeGSDCcyVWSW0oY3Qlxa6ETEzu6sFTPU3WiMF9Kw-wU6KeTxhUbUuQvm8Sq6pV1TJPZ4nH6227\_OLmBvkQRfAqEKICJL3H4xP

The Good Judgment Project (GJP)1 won the IARPA tournament: Its best wisdom-of-the-crowd algorithms were on the right side of 50/50 on 86.2% of all daily forecasts, outperforming the simple average of the control group (forecasters randomly assigned to a working-alone, no- training condition) by 60% and other teams by 40%. The tournament was not, however, just a horse race. GJP randomly assigned its forecasters to cells in factorial designs that tested hypotheses about the psychological drivers of accuracy. We discovered four such drivers: (a) recruitment and retention of better forecasters (accounting for roughly 10% of the advantage of GJP forecasters over those in other research programs); (b) cognitive-debiasing training (accounting for about a 10% advantage of the training con- dition over the no-training condition); (c) more engaging work environments, in the form of collaborative teamwork and prediction markets (accounting for a roughly 10% boost relative to forecasters working alone); and (d) better statistical methods of distilling the wisdom of the crowd - and winnowing out the madness (the log-odds-extremiz- ing algorithm of Satopää, Baron, et al., 2014, Satopää, Jensen, Meilers, Tetlock, & Ungar, in press, and Baron, Ungar, Meilers, and Tetlock, 2014, which contributed an additional 35% boost above unweighted averaging of forecasts).

GJP also added a controversial twist to its winning strategy. It created "super-forecaster" teams by skimming off the top 2% of forecasters each year of the tournament and assigning them to elite teams. We say "controversial" because GJP informally surveyed experts and found flatly contradictory opinions on the wisdom of this strategy, from the bearish "Expect nothing. Your lucky 'supers' will soon regress toward the mean" (e.g., in the spirit of Hartzmark, 1991) and "The 'super' label will swell their heads" (e.g., Levitt & March, 1988) to the bullish "Expect good things. The best predictors of future performance are past performance and IQ - and your supers have both factors going for them" (e.g., in the spirit of Hunter & Hunter, 1984) and "Supers will also get a self-fulfilling- prophecy boost - and derive the benefits that tracking confers on high-ability students" (i.e., stimulation from peers; e.g., Betts & Shkolnik, 2000).

The experts were divided, but the data were unequivocal: Super forecasters performed superbly. Averaged forecasts of GJP's super forecasters (five teams of 12 fore- casters each) in Year 2 handily beat the Brier-score goals that the IARPA set for Year 4, and all other research pro- grams. They showed no regression toward the mean from one year to the next, and they improved on all the standard psychometric indices of judgmental accuracy, including calibration, discrimination, and area under the curve (Meilers, Ungar, et al., 2014).

1. See [https://www.gov.uk/government/speeches/pm-speech-opening-london-tech-week-10-june-2019.](https://www.gov.uk/government/speeches/pm-speech-opening-london-tech-week-10-june-2019) [↑](#footnote-ref-1)